
Please note that the line numbers in our answers are referring to the updated manuscript. 

Anonymous Referee #2: 

In general, a well-written paper that presents soil organic carbon modelling at a national scale 

(Germany). The author focus on three aspects, namely the comparison of three machine 

learning models, expanding the national dataset with samples from a continental scale survey 

(LUCAS dataset) and how generating two separate models for mineral and organic soils affects 

the performance of such models. 

Answer:  

• Thank you very much for taking the time to review our manuscript and your constructive 

comments. 

General comments 

I have a problem with the way maps are presented. As far as I understand, the paper is a digital 

soil mapping (DSM) study but I do not see any maps with continuous predictions but just some 

points on a map. Or are those the areas corresponding to croplands? Please clarify. Second, you 

use a discrete colour map to show the results which do not allow the reader to see the spatial 

pattern of the predicted maps. You discuss the distribution of the residuals but a more detailed 

visual inspection of maps could be useful (which is common in DSM). For instance, Boosted 

Regression Tree (BRT) seems to mostly use categorical covariates (except for total nitrogen). 

How does that map look like?  

Answer: 

• We appreciate the suggestion and include the spatial prediction of SOC to the 

supplement as Figure S5 (provided in the attached document). 

• Lines 449-458 are also included 

o The map of organic soil was used to spatially distinguish each soil class and map 

the SOC content of the class by its corresponding model. Figure S5 shows the 

spatial distribution of SOC content using the AP2L approach for the three 

algorithms. Although SVR captured a wider range of SOC, 2 g kg-1 to 371.5 g 

kg-1, than BRT, 8 g kg-1 to 341.1 g kg-1, and RF, 7.7 g kg-1 to 354.6 g kg-1, 

all three algorithms showed a relatively similar distribution of SOC content 

across the country particularly in mineral soils. As shown in Figure S5, organic 

soils are mainly distributed in the north. These soils are mostly bogs in the 

northwest and fens in the northeast (Roßkopf et al., 2015). There is also a small 

distribution of organic soil in the foothills of Alps in the south. In mineral soils, 

a higher SOC content is mainly found in north west and south of the country. As 

explained in the previous sections, one of the main reasons for this distribution 

is land use since these regions are mainly under grassland while low SOC 

content regions are found under cropland. 

• The mentioned residual figures (Figures 3 and 6) show the relative error and residuals 

of models for sampling points in cropland and grassland and in both mineral and organic 

soils. 



• Figure S1 is provided for better visualization of the covariates (provided in the attached 

document). 

The largest difference can be seen when you split the dataset in mineral/organic. There is no 

doubt that the difference is significant. What about the rest of the comparisons? You use a 

Kruskal-Wallis to show that extrapolation in depth of the LUCAS dataset is valid but it is not 

clear if the main comparison (between three models according to the title) is significant. 

Answer: 

• This is a really good point. The problem with statistical test in this case is the 

discrepancy between the change in error metrics and the test results. As an example, 

while Kruskal-Wallis test shows significant difference between all three algorithms in 

AP1 approach, the difference between the RMSE and MAE of BRT and RF is less than 

1%. On the other hand, the same test indicates that the difference between BRT and RF 

is insignificant in mineral soils, yet the difference between their RMSE and MAE are 

4.2% and 4.8% respectively. Furthermore, SVR and RF are significantly different in the 

same soil class while their RMSE is only 1.1% different. Beside the aforementioned 

problems, the statistical test is always insignificant in organic soils due to its low sample 

size. Therefore, such tests will not provide a satisfying answer whether the differences 

are significant and relevant and they very much depend on the sample size. Thus, the 

statistical test can be misleading in this case.   

Perhaps the paper is focussing too much on the differences between models which is not very 

interesting. We have seen hundreds of papers comparing different models just to confirm that 

the "best model" depends on many factors. However, your results on modelling mineral and 

organic models separately seem interesting and perhaps focussing on that could benefit the 

community and the readers. 

Answer: 

We agree that the main message of the paper is about optimizing SOC mapping by testing 

different approaches and not only comparing different models. Therefore, we revised different 

parts of the paper: 

• The title of the paper is adapted to stress more the particular challenges of modelling 

SOC due to the large value range stretching from mineral soils to few organic soils: 

Spatial prediction of organic carbon in German agricultural topsoil using machine 

learning algorithms  

• The abstract is adapted to highlight the two methods more (L12-15): 

o The aim of this study was to apply three algorithms commonly used in digital 

soil mapping – random forest (RF), boosted regression trees (BRT) and support 

vector machine for regression (SVR) – on the first German Agricultural Soil 

Inventory to model agricultural topsoil (0-30 cm) SOC content and develop a 



two-model approach to address the high variability of SOC in German 

agricultural soils. 

• The L442 to 448 were included to further highlight the main message in the “Results 

and Discussion” section; 

o Overall, the change in performance across different sample sizes, different 

algorithms and different approaches (Table S3) indicated that the most important 

aspect of modeling SOC content of German agricultural topsoil is a two-model 

approach. Although combining inventories for more training samples or choice 

of algorithm can influence model performance, the effect was not noticeable 

compared to when each soil class was predicted by its dedicated model (Table 

S3B and Table S3D). The advantage of two-model approach can also be seen in 

the average error metrics of the three models (Table 2). While the average RMSE 

of the models reduces by less than 1 g kg-1 after enlarging the training set, the 

same error metrics reduces by more than 10 g kg-1 in AP2 and AP2L (Table 2). 

The same pattern is observed in other error metrics. Therefore, it is also 

recommended to consider the two-model approach in soil-landscape settings 

similar to Germany or situations where one-model approach cannot have good 

predictive performance. 

• Table 2 is included to the manuscript (provided in the attached document). 

How do you actually use two separate models (mineral/organic) in practice? In this approach, 

to make a SOC prediction you first need to decide which model to use. But to make that 

decision, you need to know the SOC concentration. This is an important point that should be 

discussed. For instance, how do we generate a national map in this particular study? Is your 

potential solution applicable to other countries? 

Answer: 

• That is a valid point. In this study the map of organic soil is used to separate the regions 

with organic soils from the ones with mineral soils. Thus, other data sources such as 

map of soil types or soil units are required to delineate organic and mineral soils.  Then, 

each model was applied to its corresponding soil class. This method can be implemented 

where spatial distribution of organic soil is known.  

• This point is also included in L453-454:  

o The map of organic soil was used to spatially distinguish each soil class to map 

the SOC content of the class by its corresponding model. 

I think a bit more discussion about the covariates could be useful. Many of the soil covariates 

used correspond to continental scale predictions (with significant uncertainty) which usually 

perform poorly at other scales (national). In addition to that, is interesting to see how just a few 

covariates are actually used by the models. Are we using too many useless covariates in DSM 

(studies with dozens of covariates)? 

Answer: 



• We acknowledge the potential limitations of using continental covariates for national 

prediction. However, most nationwide products are mainly derived from Soil Map of 

the Federal Republic of Germany (BUEK1000) by assigning the dominating soil type 

to each map legend unit. Thus, neglecting the others. Furthermore, a map such as the 

one in the study “Topsoil texture regionalization for agricultural soils in Germany–an 

iterative approach to advance model interpretation” by Gebauer et al. (2022) was not 

available at the time of study. 

• This study cannot determine whether too many useless covariates are used in DSM or 

not. That would depend on various factors such as availability of covariates that can 

explain the variance of the target. As in our case, contribution of the covariates also 

depended on the modeling approach and the algorithm.  

Specific comments 

Section 2.6.1: I think the way parameter tuning is described is not correct. First, you mention 

that grid search parameters need to be discrete or discretised, which is not true. You can use 

continuous parameters without problem (e.g. [1.0, 0.1, 0.01]). Second, you used a DE algorithm 

for BRT since the parameters are continuous but `number of trees` and `interaction depth` are 

discrete. Based on your criteria, you couldn't use any of the strategies for BRT. A clarification 

is required. 

Answer: 

• Thank you for your comment and pointing out the shortcoming. The section 2.6.1 is 

fully revised: 

o As mentioned in Section 1, choosing a suitable strategy for parameter tuning is 

a crucial step in machine learning particularly when comparing algorithms. 

Therefore, two strategies were applied depending on the algorithm: 1) a grid 

search for RF and 2) optimisation with the DE algorithm for BRT and SVR. One 

major problem with applying the grid search strategy for algorithms that 

comprise continuous parameters such as BRT and SVR is that it is impossible 

to consider the whole continuous parameter space. Thus, the parameter 

combination for testing should be determined. However, this is not problematic 

for tuning RF in the present case since mtry is a parameter with discrete values. 

The DE algorithm however, is a stochastic approach to solve an optimisation 

problem that can be applied to both continuous and discrete parameters. This 

method is described in more detail by Storn & Price (1997). Therefore, SVR and 

BRT are optimised by this strategy as the former algorithm has continuous 

parameters and the latter one has both continuous and discrete parameters. For 

the optimisation task in the present study, the R package “DEoptim” was applied 

(Peterson et al., 2021). Table S1 shows the parameters and their tuning range for 

each algorithm. 

Figure 2: The limits of the whiskers and boxes sometimes represent different things depending 

on the library. Please add what they represent in the caption. 



Answer: 

• The explanation is included in the figure caption:  

o The whiskers show 1.5 times the interquartile range. 


