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General comments The paper presents a review of the applications of Machine Learn-
ing (ML)in Soil science. This is undoubtedly an interesting topic since ML arouse more
and more interest in many scientific domains and, to my knowledge, there has not been
any review focusing on soil science. Furthermore, the paper conveys an innovative
methodology for doing a literature review, using an automatic reading of the papers
followed by a topic modelling algorithm (the latent Dirichlet Allocation) for identifying
the topics within a given scientific domain and allocate the paper to these topics. This
however a very nice paper for SOIL. However, some details dealing with the applica-
tion of the methodology and with the discussion of the results are debatable and are
discussed below.

Specific comments âĂć I am afraid that the keyword “Machine Learning” is too restric-
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tive for capturing the targeted papers. Due to the limited number of keywords that we
are allowed to select, a lot of authors (including me) select as a keyword the precise
name of the algorithm, e.g. random forest, neural network, . . ., rather than selecting
“Machine learning”. Consequently, such author’s papers could not belong to the set of
322 papers that were analyzed in this review. As an example, it seems that you missed
the paper from Nussbaum et al (2018) that was published in this journal (Soil). âĂć
The selection of the number of topics is a critical operation. By selecting 12 topics from
figure 8, you privileged a local (slight) maximum whereas you could have selected 6
topics by considering the number of topics at which the coherence indicator reaches
a plateau. It would have been interesting to check whether this more parsimonious
choice could provide a clearer classification with more identifiable and less correlated
topics or not. âĂć An important difference among ML algorithms is their ability/inability
to predict the uncertainty of their predictions. For example, Quantile Random Forest
(Meinshauzen et al, 2006) has this functionality that was successfully applied for map-
ping soil properties (e.g. Vaysse & Lagacherie, 2017). This is of paramount importance
in the subdomain of soil science called Digital Soil Mapping. I guess it can be of in-
terest for other domains. Therefore, I think that this aspect should be examined and
discussed as it is done for the interpretability of the models (and not in the few words in
the section “commercial ML application”). âĂć I agree that the selection of the hyper-
parameters of a ML algorithm is very important. You should mention that this aspect
has been worked also for the random Forest algorithm (Probst et al, 2019)
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