
This is a very well written manuscript that reports a methods comparison for the identification/ 

quantification of graphite in soil. The writing is excellent, and the reporting of 

results is clear. But the study have a few important shortcomings that I’d like to see 

addressed before I would deem it acceptable for publication. 

 

Dear Reviewer, 

First of all, we want to thank you for your time reviewing our article and your effort helping us 

improving the work. Following the numbering in your review, we provide answers to your concerns and 

questions. 

 

1. The manuscript does not provide sufficient context for focusing exclusively on graphite. The reader 

might interpret the current rationale as a narrow justification for using graphite in the experiment. I 

understand that graphite may form from metamorphic processes, but is the goal of the study to quantify 

graphite specifically, or geogenic organic C more broadly? The former seems far too narrow a prospect 

given the wide range of forms of geogenic C, and the latter is underdeveloped in the study. Without 

further elaboration, graphite seems a little too specific. Galy, Hemingway and others are not specific 

when they refer to “lithospheric” C, Ussiri (cited in the manuscript), Chan (2017, Themochimica Acta) 

and others have targeted coal, and there is a large and growing literature on pyrogenic C in soils. How 

would the presence of these affect results? Can graphite be distinguished from other forms of thermally 

recalcitrant organic C? The authors do well to distinguish between carbonates (which varies widely 

among dolomite, calcite, etc.) and thermally recalcitrant C, but have not adequately elaborated on 

graphite versus other forms of geogenic C, let alone pyrogenic C. The distinction between the latter two 

is obvious using 14C, but the issue here is among geogenic C forms. 

 

Yes, you’re right that we want to develop a quantification method just for graphite. As discussed by for 

instance Ussiri et al. (2014), there is a wide continuum of geologically altered organic compounds, 

whereby a general quantification method seems not to be possible as spectral and thermal properties 

gradually change by the degree of transformation of the organic matter. Furthermore, Roth et al. (2012) 

showed for several black carbon types that there is no ideal method to quantify all their tested black 

carbon types, especially in soil environments. As to our knowledge no previous study has attempted to 

quantify graphitic carbon, especially not in a soil environment, it hampers studying carbon dynamics in 

soils developed on sites with graphite containing parent materials, as experienced by ourselves. 

Therefore, we will re-write parts of the introduction to put more the focus on graphitic carbon: 

“Organic C (OC) of geogenic origin, which gained less attention until now, is formed when 

organic compounds in sediments undergo coalification or kerogen transformation during diagenesis. 

Under high pressure and appropriate temperature conditions this process can continue into the formation 

of graphitic C, although well-crystallized pure C is hardly reached (Oohashi et al., 2012; Buseck and 

Beysacc, 2014). Redox transformations during metamorphoses of carbonates leads also to the formation 

of highly crystalline graphite (Galvez et al., 2013). Intruding hydrothermal fluids in the earth’s crust 

forms a third source of graphitic C during rock formation, which produces the purest graphite crystals 

(Rumble, 2014). This relative pure and stable form of C is highly chemical inert, although impurities 

from the parent material increases its chemical reactivity (Beyssac and Rumble, 2014). Via tectonic 

processes graphite bearing rocks can reach the earth surface where they are subjected to physical and 

chemical weathering. Therefore, graphitic C occurs mainly in rocks from orogenic belts and in 

metasedimentary rocks in old cratons and might be a quite common bedrock for soil development 

(Hartmann and Moosdorf, 2012; Buseck and Beysacc, 2014).  

The fate of geogenic graphite under weathering and soil formation has rarely been studied, 

possibly due to the lack of methods for determining and quantifying geogenic graphite beyond the 

background of soil OC (OC). There are some indications that a substantial part of the geogenic graphitic 



C is actually lost in the pathway from rock weathering to (marine) sedimentation (Galy et al., 2008; 

Clark et al., 2017). Isolated naphthalene-degrading bacteria from contaminated soil proofed to oxidize 

and degrade graphitic materials, questioning the assumed biological inactivity of graphite (Liu et al., 

2015). In a recent study, Hemmingway et al. (2018) estimated 2/3 of the graphitic C to get oxidized 

during soil formation, strongly facilitated by soil microbial activity.” p.2, line 12-23 

To answer your question if graphite can be distinguished from other forms of thermally 

recalcitrant organic C, we can be sure that with smart combustion method, in its current settings, is 

certainly not capable to do so as it lumps all the oxidizable carbon components that evolve between 400 

and 900°C in one fraction. From FTIR spectroscopy, a valid proof of the existence of pyrogenic C in 

the soil samples is not possible. For a clear evidence, spectrometric techniques such as e.g. Pyrolysis-

Field Ionization Mass Spectrometry (Py-FIMS) would be necessary, as shown in Leue et al. (2016), 

which were beyond the scope of the study.  

Furthermore, we arranged Raman spectra of the soil of calibration set 1 and graphitic schist 

samples, as shown in Figure 1 at the end of this letter. The D1 (~1350 cm-1), G (~1580 cm-1) and D’ 

(~1620 cm-1) peaks indicated in Figure 1, can all be attributed to graphitic C, whereby the ratio between 

the D1 and the sum of all three peaks is a clear indication for the degree of graphitization (Beysacc et 

al., 2003; Ferrari, 2007). The Raman spectra showed no signs of pyrogenic or black carbon in both the 

soil sample (Fig. 1), which would have created a peak at 1200 cm-1 and/or a clear shoulder at 1500 cm-

1 (Sadezky, 2005; Schmidt et al., 2002). Nonetheless it is a good point that care should be taken to 

distinguish between pyrogenic/black carbon and the graphitic C. Therefore, we will include in the 

discussion section more clarification on this point:  

 “When the sample contain other forms of thermally resistant OM or even black carbon, which are not 

pyrolyzed during the anoxic phase, this C component is likely to end up in the graphitic C fraction with 

the smart combustion method. Especially as most temperature boundaries are empirically derived 

(Pallasser et al., 2013; Ussiri et al., 2014), a pre-test with continues heating under oxic conditions, is 

therefore recommended to get an idea which/how many substances are present in the sample. According 

the Raman spectra (Fig. 1), no indications were found for the presence of black C in the soil and rock 

samples, as it should have created peaks / increased Raman intensity around the 1200 and 1500 cm-1 

bands (Sadezky et al., 2005, Schmidt et al. 2002). Further studies should focus on temperature 

boundaries of different substances in relation to their properties and see how for instance graphitic C 

can be distinguished from other thermally stable C components.” After p.12, line 11 

 

Concerning the mentioned literature, we want to clarify our choice for them hereby. 

- Galy et al. (2008), doi: 10.1126/science.1161408, uses different sediment (samples) to study the 

origin of petrologic carbon. They state that part of the graphite, present in the parent material, 

is no longer present in the downstream sediments based on Raman spectra and transmission 

electron microscopic images, indicating that it has been oxidized during the erosion/weathering 

process. Although the degree of graphitization is important for the preservation, as mainly the 

lesser graphitized carbon was lost, we considered this reference as a good case study to show 

that graphite is somewhere lost (i.e. used) in the weathering process of the parent material, while 

this has hardly been documented or studied.  

- Hemingway et al. (2018), doi: 10.1126/science.aao6463, although the title of their paper 

indicate only lithographic C, a more detailed description of the lithology of the study area 

revealed that they were dealing with graphite containing metamorphic rocks, whereby the rock 

contained graphite of different degrees of graphitization. More detailed information can be 

found in the supplementary of the Hemingway article and in the paper of Hilton et al. (2010), 

doi.org/10.1016/j.gca.2010.03.004  

https://doi.org/10.1016/j.gca.2010.03.004


- Ussiri et al. (2014), doi: 10.1016/j.geoderma.2013.09.015, have made a comprehensive review 

on the current available methods and definitions to distinguish geogenic carbon (mainly coal) 

from other carbon sources, including inorganic carbon. They also consider that “coalification” 

(i.e. early stage of graphitization) is a process, whereby the stages of coalification determine 

their susceptibility for a certain analytic method. They furthermore emphasize that no 

standardized method exists to identify and separate geogenic carbon from other carbon sources 

in soils. In this context we used this paper, as, to our knowledge, no other comprehensive 

discussion on distinguishing of (geogenic) organic and inorganic carbon in soil samples exist.  

Thank you for suggesting the paper of Chan et al. (2017), doi: 10.1016/j.tca.2017.02.006, as we 

were not aware of this study. However, the software they applied to process their TGA 

measurements further into the endmembers is not available to us and could therefore not be tested.  

2. As a result of the discussion above, and more generally for a method development study, I found the 

number and range of materials used too small. Only one graphite-containing natural soil and one 

carbonate-containing natural soil were used for validation. The artificial soil mixtures were made from 

one OM source far removed from the natural soil (Germany vs. Spain), and “neat” mineral specimens 

(quartz, muscovite, CaCO3 (not dolomite or calcite?)). While I understand the desire to create a 

reductionist, simplified system for initial testing, the result is only nine samples of one mixed-matrix to 

generate the calibration. This is a highly undersampled relationship. This is critically important because 

the authors are right to highlight matrix effects, but they do not adequately account for these in the 

design of the calibration/correlation study. CaCO3 is not dolomite or calcite, soil minerals are often 

interstratified, and graphite likely exists in a mineral-associated form fused to the mineral matrix. None 

of these incipient properties of soil are accounted for in the method development – making the results 

of limited value. It is a nice proof of principle, but the study needs to go well beyond this given the 

current state of the literature. I don’t see how this study substantially move us further than some of the 

studies cited within it. 

 

As we are focussing on developing a quantification method for graphite in soil matrix, we started with 

creating samples of pure quartz mixed with different quantities of graphite to test the methods available 

to us. The next step was proofing that we could identify/distinguish graphite from other typical present 

substances in the soil, for which we created the artificial samples. To our opinion OM from a forest 

floor, although geographically not close to the natural samples, is still providing a typical input signal 

for OM as would be found in rangeland soils from Southern Spain. 

 Another important carbon component in semiarid soils is carbonate, mostly in the form of 

calcite. It is true that the used pure CaCO3 is not exactly same as pedogenic or geogenic calcite, but for 

the simplified artificial soil and to test the differentiation between carbonates and graphitic C it should 

be sufficiently similar. The most important difference should be visible in the thermal properties, 

whereby pedogenic carbonates tend to start decomposing at 550-600°C, with the major decomposition 

peak coming around 750°C (e.g. Apesteguia et al. 2019; Pallaser et al. 2013), while the purer calcite 

started with decomposition just above 600°C, it reached its major decomposition peak around 725°C 

(Fig. 2 in the manuscript).  Note that we also include an additional soil, “AB Soil”, which contains a 

large amount of pedogenic calcite. In the Figure 5 of the manuscript it can be seen that there is no 

difference in predicted graphite between the AB soil and the quartz, both spiked with graphite standard. 

This indicates that there is no significant influence of the pedogenic carbonates on the graphite 

prediction with the smart combustion method.  

In the next step we tested natural soil and graphitic rock. By creating a sample set with different 

amounts of graphite added to the soil, we tested the methods for their ability to quantify graphite. By 

taking also a carbonate rich soil with a different mineral composition (i.e. feldspathic and without 

garnets) we also took the influence of mineralogy on the ability of graphite quantification into account, 

which resulted in the matrix effect highlighted in the manuscript. 

In our point of view, further study is only realistic using smart combustion or a comparable 

method (like EGA or Rock-Eval) as they proofed to be most promising. The alternating between oxic 

and anoxic conditions during a measurement is also a not often employed method to differentiate 

between soil carbon components. For FTIR it is frequently shown in the literature that the performance 



of IR spectroscopic models for predicting soil properties increases with sample set homogeneity (e.g., 

Grinand et al., 2012), i.e., calibration and validation become more precisely when focussing on samples 

from similar or identical sites and soil matrixes. Calculating a model including both calibration data sets, 

soil 1 and quartz resulted in a PLSR model with an R2 of 0.96 and an RMSEP of 0.24. These values 

were the same level as found for the single models. Nevertheless, all models substantially overestimated 

the graphite content. We will highlight this even further in the discussion (see below and 2nd addition 

under point 1). The use of graphite addition might be most practical for testing quantification of graphitic 

C in different mineral matrixes. This should also shed more light on how geogenic C, pyrogenic C and 

carbonates could be distinguished from each other.  

 

“The calibration between infrared spectra and graphite contents of the calibration sets yielded 

promising results (Figs. 1a and 1b) and could also be used for a cross-validation (Fig. 5). Although 

the same substrate materials and similar contents of graphitic C were used in the validation, the 

graphite contents were systematically over-predicted. Despite the apparent quality of the calibration, 

this failure could have been caused by the relatively low number of calibration samples. Note that 

the use of the two calibration data sets, soil and quartz, in a joint PLSR model (R2 = 0.96 and an 

RMSEP = 0.24; 3 components) did not improve the calibration nor the prediction accuracy.  It 

cannot be excluded that a higher number of samples for the calibration could improve the PLSR 

model and the prediction results. Further, Raman spectroscopy might be an alternative approach for 

quantifying graphite in soil samples (e.g., Sparkes et al., 2013; Jorio and Filho, 2016).” Original p.9, 

line 17-20 

 

 

 

3. The authors identified one of the challenges of thermally distinguishing forms of C as the 

determination of threshold temperatures. However, the description of how TGA data was processed is 

inadequate. Phrases like “models were created from the calibrations sets” and “the best temperature 

limits for quantification of graphitic C in the calibration sets was determined” are not reproducible. 

These steps may be the most critical step of the process, but even the most experienced expert in this 

field would be unable to verify and repeat it. More detail is required here. There are also no details 

provided on how these data were used in the calibration. The selection of different threshold 

temperatures somewhat undermines the "smart combustion" approach if it cannot be universally 

applied. Perhaps there is some elaboration required in the discussion about how much control over 

threshold temperature there is available with such an instrument, and whether the DIN methods are 

suitable/adequate standards. 

 

We are sorry that the data processing was not clearly stated. Together with your next point, we have 

extended and revised our description of the data processing, which is hopefully now better reproducible 

(see point 4 for suggested revision).  

 We will emphasize our discussion of the DIN method to highlight that the smart combustion 

method is a rather standardized version of the EGA method and that it should therefore be applied with 

care as long as the thermal boundaries between substances are unknown.  

 

“Although we focused in this study on the ROC component, which significantly correlated with the 

graphite content, considering the other components in the DIN19539-standard was beyond the scope of 

this study. Nonetheless, we found indications that the thermal boundaries defined in the DIN19539-

standard are not ideal to differentiate between soil OM and inorganic C (Fig. 8). As most carbonates 

start to decompose at temperatures of 550°C (Földvári, 2011), it might be more suitable to increase the 

level for the TOC component from 400 to 500°C. Only when black C is present in the sample, which 

might oxidize between 375 and 540 C (Roth et al., 2012), this might lead to an overestimation of the 

TOC content. Using TGA simultaneously with differential scanning calorimetry, water and CO2/H2O 

flux measurements (i.e. evolved gas analysis, Fernández et al., 2012) or with the Rock-Eval method 

focusing on hydrocarbon, CO2 and CO release (Behar et al., 2001), could improve the development for 



a more standardized method applicable to soils using combustion elemental analysers. The overlap 

between the thermal properties of different C components emphasizes the need to always first consider 

what is present in the sample and what might interfere with the considered applied methodology, before 

applying a fast and standardized analytic method.” p.12, line 25 

 

4. I would argue that since this is such a key/core component of the study, that it deserves its own 

separate subsection within the methods (ie, statistical analyses). I’m not 100% sure that my comments 

here will be relevant or correct because it was difficult to follow precisely how each of the calibrations 

were generated. But if I read it correctly, the authors appear to use different methods to generate the 

calibration curves depending on the quantification method. PLS was used for the FTIR method of 

quantification, not sure how it was done for what data from TGA, and Pearson correlation for the 

“smart combustion” data. In all cases, the independent variable should be clearly identified – 

presumably the “known” quantities of graphite in the mixture (though this should be verified using total 

C analyses). The dependent variable should also be clearly identified. Lastly, while the 

calibration/regression lines are shown with error envelopes, none of the data points have errors 

associated with them. Were the analyses replicated at all? I found on mention of these. Clearly, each of 

the analytical methods has instrument/analytical error associated with them. How were these accounted 

for in the study? 

 

As every method requires its own statistical analysis, we decided to split the statistical analysis section 

over the different method sections. As this seems not to make it clearer, we will create subsections for 

each method, clearly stating the statistical analysis conducted. The instrumental error for the TGA 

analyser has to be checked with the technician, who is at the moment of writing unavailable, but will be 

added in the revised manuscript. Furthermore, we have extended the part of the TGA method to increase 

clarity on the data processing: 

 

“2.2.1 Statistical analysis of the FTIR spectroscopic data 

The partial least squares regression (PLSR) analyses of correlations between the transmission or DRIFT 

spectra and the graphite contents (0.1 - 4 %) of the samples were performed using R, Version 3.1.1 (R 

Core Team, 2014) with module PLS (SIMPLS, cross-validation: leave-one-out) of Mevik et al. (2018). 

The signal intensities were used as independent variables, the graphite content as dependent. The number 

of components used in the calibration models followed the lowest predicted root-mean-square error 

(RMSEP) of the specific datasets. The scores and loadings were plotted for the two main components 

determining most of the variances of the DRIFT spectra. Larger absolute loading values of signal 

intensities in certain WN regions imply a greater importance of these WN for the cumulated values of 

the principal component 1 or 2 displayed in the score plot.” Original line 31 page 5 – line 5 page 6 

 

“2.3.1 Statistical analysis of the TGA data 

TGA measurements were processed and thermal mass loss data obtained via the Proteus Thermal 

Analysis software (NETZSCH, Hanau, Germany). Measured sample mass data are fitted with the spline 

function over the temperature, with steps of 1 °C. Further analyses of the obtained data were conducted 

using R, Version 3.5.1 (R Core Team, 2018). Using the module PLS (cross-validation: leave-one-out) 

of Mevik et al. (2018), a model was created to determine the graphite content based on the measured 

mass change in a certain temperature range for each calibration set and the known graphite addition, 

using the mass change as independent variable. By iterating the model creation over the temperature 

range from 400 to 1075 °C, with minimum step of 5°C difference, and recording the slope, intercept and 

RMSEP of each created model, it was explored which temperature range described best the graphite 

content of both the calibration sets. The RMSEP of these models were checked, which is visualized in 

supplementary 3, and a single temperature range that fit both calibration sets, was determined.” Original 

line 17-21 page 6.   

 

“2.4.1 Statistical analysis of the Smart Combustion data 

The Soli-TOC device directly converts the NDIR signal in the C content of the different components, 

as calibrated with CaCO3. Creating an additional model to correct the C output, is introducing an 

additional error in the measurements. Therefore, we analysed the direct C output, as measured in the 



ROC fraction. Triplicate measurements were averaged, whereby the average coefficient of variation 

between replicates was 2.7%, and a Pearson correlation test was performed between the obtained ROC 

data and calibration sets to analyse how well the graphite content was measured.” Original p.7, line 5-7  

 

5. The methods chosen for comparison were not especially the best available or most appropriate given 

the current literature. It almost seems as though there was a foregone conclusion that “smart 

combustion” was going to be the best and the need was to validate these. However, as the authors 

correctly point out, the use of “smart combustion” doesn’t solve the problem of selecting a threshold 

temperature for distinguishing forms of organic C because it either uses the “wrong” temperature or at 

a minimum uses the same threshold for all samples. The selection of FTIR was intriguing since the 

presence of interference bands is well documented. I thought there might be a better spectral method 

(NIR, MIR, Raman, etc.) that would be better suited to the task. Similarly, the use of TGA has well 

documented shortcomings in that mass loss reactions are not all attributable to organic C 

combustion/pyrolysis. In fact, the only method that directly quantified carbon in the current study was 

the “smart combustion”. While the authors discuss the possibility of combining methods, they seem to 

have missed the opportunity for using EGA during ramped heating - which is essentially what “smart 

combustion” is. 

 

We encountered an analytical problem during our work by the standard methods employed for carbon 

quantification and recognized the need for the development of a quantitative method to determine 

graphite in soils. Therefore, we developed a test program with methods available to us to overcome this 

issue. As we expect that others might encounter similar problems (because of the occurrence of graphite 

containing rocks as the base for soil formation), we decided to share our experience with the scientific 

community.  

 It is completely right that mass loss obtained by the TGA method are difficult to correlate with 

organic C, as OM tends to be chemically heterogeneous. Nonetheless, graphitic C is almost pure C and 

by using graphite addition tests, we expected the TGA method to correlate better with the graphitic C 

content than with OM content of soil samples. 

Smart combustion, in our case with the Soli-TOC device of Elementar company, is indeed not 

the most flexible method to explore thermal properties of different carbonaceous substances as provided 

with most EGA methods. On the other hand, the smart combustion method provides a standardized set-

up making the measurement of larger sample sets more feasible. We will highlight this further in the 

discussion section 4.4, as given under point 3. 

Concerning the potential suitability of Raman spectroscopy, we added a sentence to the 

discussion. We want to notice that NIR and MIR (suggested by the reviewer as suitable for graphite 

determination) are FTIR techniques. As mentioned in the methods, we used FTIR spectroscopy in the 

mid-infrared wavelengths (2.5 – 25 µm). Unfortunately, Raman spectroscopy was not fully available for 

this study. Nonetheless we will add the Raman spectra below for clarification about the degree of 

graphitization of the graphitic schist / standard graphite and to show that there were no indications for 

the presence of pyrogenic C, as discussed under point 1. Furthermore, we will include a few sentences 

on the potential of Raman spectroscopy for developing a quantification method:   

 

“As Raman spectroscopy is well able to distinguish graphitic C and determine its degree of 

graphitization, it seems to be a promising method. Nonetheless to use Raman spectrometry for 

quantification of substances in a soil matrix, further studies should first focus on standardization of 

sample preparation, as it has a large influence on the measured intensities and baseline determination 

and thereby the direct quantification of components (Beysacc and Lazzeri, 2012; Sparkes et al., 2013).” 

Between p.12, line 24/25 

 

 

 



 
Figure 1. Raman spectra of the graphite standard (Black), graphitic schist (red) and soil of calibration set 1 (i.e. 

natural graphite containing soil, Blue). Vertical lines indicate the peaks for amorphous carbon (1342/1339 cm-1) 

and peaks for graphitic carbon (1575 cm-1 standard/schist and 1596 cm-1 for soil of calibration set 1). Indicated are 

the D1 band (1350 cm-1), caused by plane defects and heteroatoms in the carbon structure, G (1580 cm-1), crystalline 

carbon i.e. pure graphite, and D’ band (1620 cm-1), caused by disordered graphitic lattices. 
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