
1. POINT-BY-POINT RESPONSE TO REVIEWERS 

1.1. Anonymous Referee #1 
- R1: “General comments: 
This valuable paper presents a well-timed contribution to the current developments in 
photo-reconstruction and closes a gap for users from various disciplines. As discussed 
in earlier publications a demand for a straightforward workflow for image based surface 
reconstruction existed since open source tools (such as vSFM, CloudCompare or 
meshlab) emerged throughout the last years. 
The here presented publication introduces SF3M as a new open source GUI that 
avoids switching between software including tedious steps of data preparation such as 
considering different file types for different tools or formatting .asc-files with point cloud 
data. 
The functionality of the tool is achieved by combining the great software CMVS/PMVS 
(Furukawa and Ponce) respectively the according GUI approach named visualSFM 
(Wu), various Matlab scripts and point cloud editing tools (filters) from CloudCompare 
(Girardeau-Montaut). 
During this review the program was tested with an own (UAV) datasets. Results proved 
to be of high quality (dense reconstruction showed very little noise in the point cloud), 
calculating times were fast and the process all in all stable. In comparison to 
commercial equivalents the operability can be improved in certain aspects but this also 
goes along with other open source tools. Final assumptions on the performance of 
SF3M are not yet to be made as it needs to withstand a trial phase of inexperienced 
users and different data sets. Nevertheless, first test runs are very promising. 
The overall quality of the manuscript is high and with only one exception (description of 
the “SFM precision”) very comprehensible.  
 
The structure and figures are appropriate. A minor improvement could be achieved by 
a clear separation of both methods applied: On the one hand the authors present a 
new approach for data acquisition with a pole and two GoPros and a long walking 
itinerary while on the other introducing a novel software tool. A clearer distinction 
between both parts could be given in the introduction. Still, the here described 
campaign of gully measurement is a good choice to demonstrate the capabilities of the 
method due to the inherent morphologic complexity of gully systems. As mentioned 
above, the presented work has the potential to play an important role for DEM 
generation for non-expert users in various geoscientific contexts. 
 
A1: We will reorganize the introduction to provide a more consistent distinction 
between the software development (SF3M) and the survey methodology according to 
the reviewer´s suggestion: 
 
“3D photo-reconstruction (PR) based on structure-from-motion (SfM) algorithms has 
been applied to date to a large number of geoscience applications (James and 
Robson, 2012; Westoby et al., 2012; Fonstad et al., 2013). Although there has been a 
great advance in the last years regarding imagery collection (for instance, derived from 
the development of UAV platforms) and image processing (commercial as well as free 
software), the complete photo-reconstruction (PR) and analysis workflow frequently 
remains lengthy and not straightforward (Kaiser et al., 2014).  
 
If using freely available software, it requires working on a number of different 
applications to cover basic image pre-processing, photo-reconstruction, georeferencing 
and post-processing operations. Commercial PR software generally has the ability to 
perform full PR workflows, but can lack detailed processing information and can restrict 
user interaction with intermediate and final results. New recent computer developments 
offer new opportunities to improve data processing. Powerful and freely available 



software applications have been developed - e.g. VisualSFM for photo-reconstruction 
(Wu, 2013) or CloudCompare for cloud processing (Girardeau-Monteaut, 2015) among 
others - and are being constantly improved through the valuable effort of their 
developers and users’ feedback. 
 
 
While recent UAV technologies have the capacity of surveying large areas of the 
landscape (Mathews and Jensen, 2013; Mancini et al., 2013), not all stakeholders (e.g. 
researchers, technicians and land owners) have the technical and financial resources 
to use such sophisticated techniques. In addition, government regulations in several 
countries are becoming increasingly stringent for UAV operations, which hamper the 
widespread application of this tool. Terrestrial PR approaches represent an alternative 
which might still be advantageous for several applications, especially when there are 
regulations or budget constraints as it is frequent in both developing and developed 
countries. Fonstad et al. (2013) suggested that terrestrial PR techniques could improve 
their cost-benefit performance by using multiple operators, poles, video capture or a 
combination of terrestrial and aerial images. 
 
 
3D PR has been used for gully erosion assessment at the gully reach or headcut scale 
(Castillo et al., 2012a; Kaiser et al., 2014; Gómez Gutiérrez et al., 2014) and 
ephemeral gullies (Castillo et al., 2014), usually not more than over a few meters 
extent. However, the fully characterization of gully erosion requires the assessment of 
entire gully networks to understand their geometry and dynamics and this brings 
several challenges for terrestrial PR: 1) morphological complexity: gullies comprise 
long networks of varying size along their length; 2) valley location: gullies are deep 
trenches that do not facilitate easy all round image collection, hampering multiple 
convergent perspectives; 3) linearity: gullies present very high length/width ratios 
making the photo-reconstruction models more vulnerable to systematic errors. 
 
As an effort to facilitate the use of freely available PR software for demanding gully 
erosion applications, here we develop a combination of SF3M (a workflow software tool 
for efficient processing of accurate 3D models of gully networks at a reduced cost) and 
a rapid terrestrial survey method. For this purpose, 1) we present SF3M, a new 
graphical user interface to guide PR workflow carried out with existing freely available 
software; 2) we describe a field methodology for the rapid assessment of gully 
networks; and 3) we evaluate their performance and the 3D model accuracy with a 
study case of gully erosion in the Campiña landscape.” 
    
- R2: After minor revisions, mainly a few typing errors and suggestions, I fully 
recommend and support the publication of the manuscript. 
Please also note the supplement to this comment: 
http://www.soil-discuss.net/2/C161/2015/soild-2-C161-2015-supplement.pdf” 

A2: We will answer the reviewer´s comments following this supplement. 

- R3 supplement: Page 371, title 

I somehow miss the fact that you present a whole new software tool 

 A3: After the reviewer comment, we have changed the title to: “SF3M software: 3-D 

photo-reconstruction for non-expert users and its application to a gully network”.   

 



- R4 supplement: Page 372, line 3 

Alternative: "surface models" as elevation might be misleading to classic DEMs while also 

pointclouds and meshes are produced 

 

A4: Thank you for the suggestion. We will change to ‘surface models’ in this context. 

- R5 supplement: Page 372, line 4 

The purpose of this sentence is not clear. Does it refer to challenging scenarios during data 
acquisition or later data handling? 

 

A5: We will modify the sentence to be more specific: ‘However, innovative approaches 

are required to overcome some limitations that this technique may present for field 

image acquisition in challenging scene geometries’.  

- R6 supplement: Page 373, line 22 

Montaut 

A6: Our apologies. This will be corrected in the final version of the manuscript. 

 

- R7 supplement: Page 375, line 17 

How was this guaranteed? There might occur an offset during long campaigns due to different 
exposure times of the GoPro dependent on the lighting. Could this cause issues? 
 

A7: Our apologies. We will change ‘simultaneous’ for ‘near-simultaneous’. It is not 

necessary for reconstruction purposes in static field scenes to guarantee the exactly 

synchronised triggering of both cameras. Only a suitable overlap to provide 

connectivity (image matches) across the image set is required.   

 - R8 supplement: Page 375, line 17 

On 
 

A8: Our apologies. We will correct this in the final version of the manuscript. 

- R9 supplement: Page 376, line 7 

Could the properties and type of the lens be given? 
 

A9: Our apologies. We will include their specifications in the final version of the 

manuscript. The first GoPro was modified by installing a 4.14 mm focal length f/3.0 

aperture non-fisheye lens and the second one installing a 5.4 mm focal length f/2.8 

aperture non-fisheye lens. Both lenses were provided by Peau Productions company 

(http://peauproductions.com/store/). 

- R10 supplement: Page 376, line 14 

Information on a potential overlap would be of high interest, especially with regard to the non-

fisheye lens. 



 

A10: The camera arrangement (adjacent cameras, that with nadir perspective in a 

slightly higher position) was designed to provide a very high overlap between images. 

The nadir camera provides a closer look to the gully while the tilted one captures a 

larger scene (both in length along the gully and in width across the gully margin). The 

text will be modified to include a reference to the overlap:  

“Both cameras were fixed to the pole end adjacent to each other and held in a 

horizontal position with the help of plastic wedges and cable ties. One camera looked 

down in a roughly nadir perspective (closest to the pole end for a higher elevation to 

compensate for the less deep perspective) and the other was inclined to around 10º. 

This camera arrangement was intended to: a) obtain a high overlap between images 

taken with both cameras; 2) ensure the connectivity of the whole image set obtained 

from different sides of the gully: the two nadir image sets (up- and downwards 

itineraries) will serve as connectors and the two tilted sets will provide image 

convergence. Both aspects would be helpful to obtain one single 3-D model with 

geometric consistency. The typical overlap derived from this camera setting, the 

walking speed and the time-lapse interval was around 90% for successive images 

taken from the same camera. As for the overlap between different camera images, the 

tilted images encompassed totally the scene captured by the nadir camera due to its 

higher position and inclined orientation”. 

   

- R11 supplement: Page 376, line 21 

Please explain the purpose 
 

A11: Using two different colours of GCPs corresponding to odd and even numbers (for 

instance, for geo-referencing and checking errors respectively) is not really necessary 

for georeferencing purposes, but it can be useful for deploying the GCPs in the field in 

an orderly manner. This strategy is advantageous when deploying a GCP on one side 

of a gully to make easier for the operator to visualize that GCPs are set in alternate 

positions by looking to the colour of the targets deployed on the other side. Thus, the 

operator can avoid locating georef or check GCPs on the same area. Ideally, one 

would prefer to distribute both georeferencing and check points homogenously across 

the gully.  We will modify the text in the following manner:  

“Forty five targets, hereafter called ground control points (GCPs), of 20x20 cm 

dimensions in two colours (pink for even numbers and yellow for odd numbers). This 

colour symbology was meant to differentiate georeferencing GCPs (even numbers) and 

error-checking GCPs (odd numbers) to facilitate the operator the deployment of targets 

in the field.”     

- R12 supplement: Page 377, line 1 

Maybe a, b, c... would clear things up a bit for the reader as there are two lists with figures 

entangled. 
 

A12: Our apologies. We´ll follow the reviewer´s suggestion and use letters to order the 

first list: “a) pre-processing to prepare the image set (automated); b) project definition, 



to check the image connectivity and the number of subprojects to process (semi-

automated); c) photo-reconstruction (automated); d) georeferencing (semi-automated); 

e) post-processing (semi-automated).” 

 

- R13 supplement: Page 377, line 7 

Space. 
 

A13: Our apologies. We´ll insert the missing blank space. 

 

- R14 supplement: Page 378, line 3 

Than. 
 

A14: Our apologies. We´ll change for ‘than’. 

- R15 supplement: Page 378, line 21 

As a general remark it would be advantageous for users to have the numbering fitted to the 

actual steps in SF3M (e.g. 4. Photo reconstruction). Maybe the first bullet point can stand alone 
 

A15: Although we agree with the reviewer that it would be advisable to be as consistent 

as possible in the numbering across the manuscript (text and figures), the classification 

in 2.3. section (Processing methodology in SF3M) focuses on the key features rather 

than on the specific commands included in the main window of the interface. We 

believe that trying to follow the same numeration in this case would result in excessive 

detail and missing the significant contributions of the SF3M design in this section. 

 

- R16 supplement: Page 380, line 6 

Please explain how SF3M tackles double z-values in case of undercuttings in gullies during DEM 

export 

A16: The DEM export tool in SF3M follows the classical 2.5 D raster approach of 

assigning each cell a unique height value (z). Thus, all the height values of the 3D 

points (x,y,z) falling inside a particular cell are averaged to give this height mean 

estimate. Although this is a geometrical simplification (higher for coarser raster cell 

sizes), for many applications this approach may still be valid depending on the 

objectives of the study. If the user is interested in dealing with full 3D information, the 

better option would be processing the dense point clouds provided by the photo-

reconstruction algorithm directly with a suitable point-cloud processing tool such us 

CloudCompare. 

  

- R17 supplement: Page 380, line 12 

Hard to understand the described procedure, please explain "image measurement". 



A17: We have reworded to clarify and to remove the phrase 'image measurement': 

 “For each point, the local uncertainty is approximated by considering (a) the camera’s 

focal length, (b) the camera-to-point distance in world coordinates, and (c) the 

maximum image error, where image error is defined as the image distance between an 

identified feature position and the projection of the associated 3D point in that image.” 

- R18 supplement: Page 381, line 7 

Image collection, GCP deployment... 

A18. Our apologies. We will modify the text to clarify the sentence: 

“Image collection and GCP operations (deployment and measurement) had similar time 

requirements, ~90 min each.” 

- R19 supplement: Page 382, line 25 

Include "were"? 

A19: Our apologies. We will modify the text to clarify the sentence:  

“The points filtered as this last type of vegetation amounted to 4.1% of the total, 

although its detrimental effects on the model were significant at some gully bottom 

areas (Fig. 6b).” 

- R20 supplement: Page 382, line 27 

Bottom. 

A20: We´ll correct this. This is included in the former correction. 

- R21 supplement: Page 385, line 17 

Single heavy rainfall events would be of interest. 

A21: Following the reviewer´s suggestion, we will provide some extra information:  

“Most likely, the peak of gully erosion took place during the 2009 and 2010, a wet 

period with annual rainfalls exceeding 1000 mm in the area (425 mm in one month 

during December 2009-january 2010 and 350 mm during December 2010). These wet 

years were preceded and followed by seasons closer to the average (650 mm per 

year).” 

- R22 supplement: Page 386, line 7 

Besides an evaluation a short outlook would be good: other possible applications, practicable 

improvements... 

A22: Thank you for the suggestion. As an outlook, we will include:  

“Therefore, the survey design and processing methodology included in this study is a 

promising tool for gully erosion evaluation in scenarios with demanding budget and 

time constraints and reduced operator expertise. Moreover, SF3M provides a means 



for easy and fast 3-D photo-reconstruction in other geomorphological applications 

beyond gully erosion assessment. Future versions of SF3M will try to include new tools 

including improved GCPs detection and post-processing algorithms such as 

topographic analysis of the resulting DEM along with further improvement on the 

interface usability or on other aspects that might be suggested from users´ feedback ”.   

- R23 supplement: Page 386, line 13 

Their 

A23: Our apologies. We will correct this in the final version of the manuscript. 

- R24 supplement: Page 390, Table 2 

Please insert lines above and below (compare to other work steps and required time) 

A24: Our apologies. We will correct this in the final version of the manuscript. 

- R25 supplement: Page 394, Figure 3 

The difference in their angles is hardly visible in this figure. 

A25: Yes. This image was included to illustrate the camera settings on the pole 

(camera positions, wedges and cable ties) rather than differences in angle. We believe 

that this perspective provides the most practical visual information for other users 

interested in the image capture procedure. Moreover, a clearly visible depiction of the 

difference in angle between both cameras is provided schematically in Figure 3c. 

 

1.2. Anonymous Referee #2 

- Specific comments 

R1: I do not fully understand the automatic discarding and the discarding of blurry 

images. According to Figure 4, the order is: 3. Reduce number of images, 4. Identify 

(and discard?) blurry pictures, 6. Undistort pictures. According to Table 2: If 6550 

images are taken and 3275 of them are automatically discarded (3275 remain), 

afterwards 180 blurry images are discarded (3095 remain?), why are 3275 images 

distorted? If I got it right, this number is wrong. 

 

A1: Our apologies. We will modify the term ‘Identify’ inside the chart in Figure 4 for 

‘Discard’ to be consistent with the text and the interface tool names. The reviewer is 

right also in relation with the number of undistorted pictures. We will correct this: 3095 

images undistorted (from a total of 6550, we reduced to half -3275- and later 180 were 

discarded as blurry images � 3095). 

 

R2: I miss additional information concerning the blur metric: Only a footnote in table 1 

specifies the metric. The paper defining the metric should be cited (P. Marziliano, F. 



Dufaux, S. Winkler and T. Ebrahimi, "‘Perceptual blur and ringing metrics: application to 

JPEG2000"’, Signal Processing: Image Communication, vol. 19, no. 2, pp. 163-172, 

February 2004) and I would like to know, why especially this metric has been chosen. 

There are plenty of others . . . e. g. compared in Ferzli & Karam: A No-Reference 

Objective Image Sharpness Metric Based on the Notion of Just Noticeable Blur (JNB). 

IEEE Transactions on image processing. Vol. 18, No. 4, 2009. 

 

A2: We appreciate the suggestion. The reason behind choosing this specific metric 

was that a Matlab script by Naccari (2011) was already available which made easier to 

be integrated inside the SF3M Matlab code. We will include the reference to the 

Marziliano paper.  

 

R3: Processing times in Table 2 and section 3.2: It is not possible to rate the times 

without any information concerning the used computer. Especially the search for similar 

features in pairs is highly parallelizable. Thus, at least the number of cores should be 

given. 

 

A3: Our apologies. We will include this information in the final manuscript: 

“The gully network was processed as three different PR projects (reflecting the number 

of gully branches) which were then merged in a single point cloud. For the computer 

used in this study (intel Core i7 2Ghz with 4 cores, 8GB RAM), a total of 2,960 minutes 

were necessary to process the entire gully network, i.e. ~ 49 hours, of which 17% 

required operator assistance and 83% only computer time. Photo-reconstruction 

(54.5% of the total time) and picture undistortion (15.2 %) were the two most time-

consuming stages.” 

 

R4: VisualSfM is mainly controlled by an ini-file. Does SF3M change specific settings in 

this file, e. g. while using Calibration Toolbox? If SF3M changes the file: Are the 

remaining settings taken from a SF3M source or is only the relevant setting changed in 

the file? 

 

A4: SF3M modifies automatically the VisualSFM nv.ini settings according to the user´s 

following choices in the SF3M settings:  

1. Maximum number of features (param_gpu_match_fmax in nv.ini file) for the project 

connectivity analysis. In this case, SF3M modifies this parameter before performing the 

project connectivity and, once finished, restores the former value (8192 features) into 

the nv.ini file. 



2. The dense reconstruction level and maximum number of images in pmvs2 

(param_pmvs_level and param_cmvs_max_image in the nv.ini file) in dense 

reconstruction. 

 

The rest of the VisualSFM nv.ini parameters are not modified. Regarding the 

Calibration Toolbox (by Jean Bouguet), this feature is not integrated in SF3M. What our 

tool includes is the possibility of undistorting the images automatically if the 

Calib_Results file resulting from the previous tool is available in the project folder. 

  

- Technical corrections: 

R5: P. 278, l. 2-3, sentence: "‘This list includes generally much fewer image pairs that 

all the possible combinations among the pictures."’ that = than? 

 

A5: Our apologies. We will correct this in the final version of the manuscript. 

 

R6: Figure 4: Two numerations are included in the screenshot: panels (with numbers 

followed by points) and the relevant graphical control elements (without points). 

The reader might be confused, as the numbers in the workflow diagram refer to 

graphical control elements, though points are used in the diagram. 

 

A6: Our apologies. We will remove the points in the diagram to facilitate the 

interpretation in the final version of the manuscript. We will also change the Arabic 

number for the Panel stages on the main window for roman numbers (e.g. 1. Settings 

to I. Settings). 

 

- Comments concerning the software  

This section is intended as remarks for V2.0 of SF3M. From my point of view, they do 

not (necessarily) need to be considered in the present article. 

 

R7: Assuming my interpretation in the first point of the specific comments is correct: 

At first, every n-th image is discarded to reach the percentage given by user in panel 2. 

Image pre-processing. Afterwards, the blurry images are discarded. 

Does this order make sense? Would it not be more reasonable to rate the blurriness at 

first, discard blurry images and respect the discarded blurry images in the automatic 

image reducing? Otherwise we might e. g. automatically discard images 2 and 4 due to 

automatic image reduction, afterwards image 3 because it is blurry. As a consequence, 

several subsequent images are missing, which might result in an increased dome 



effect at this place. If we know that we discard image 3 due to blurriness, it might make 

sense to keep images 2 and 4! 

 

A7: Thank you for the comment. The Reduce number of images tool was intended to 

facilitate the user the removal of images following a certain pattern to speed up 

processing. This is very frequent when taking time-lapse pictures that might result in 

some cases in an excess of images that would make the process very time–

consuming. To us made more sense to reduce first and, once decided the final image 

set, to proceed with discarding images. Otherwise, this last stage might take a long 

time since you are working with a much larger dataset. However, reviewer´s suggestion 

is also feasible by performing the Discard blurry option in the first place (only the non-

blurry images will remain in the project folder) and next the Reduce images option 

(acting on the remaining non-blurry image set). 

 

R8: I would introduce some intelligence in the automatic discarding. The current 

algorithm assumes truly constant speed of the human taking the images, resulting in a 

constant overlap of subsequent images. This assumption is at least doubtful and 

especially not valid for a completely different situation: Let’s assume, an UAV is taking 

the images, traveling at different speeds in different directions due to wind. Thus, it 

would be more reasonable to rate the overlap (e. b. by simply estimating the spatial 

autocorrelation (of clipped images)). Then automatically discard e. g. image 2 only if a 

certain overlap between the images 1 and 3 still is maintained. 

 

A8: Thank you for the suggestion. In fact, a similar approach to that suggested by the 

reviewer is already working in SF3M. During the project connectivity analysis, SF3M 

calls VisualSFM for exporting the F-matrix, which only included image pairs with inlier 

matches. This file is used by SF3M to build the final image pairs file to be used in the 

photo-reconstruction process. Those pairs with only feature matches not turning to be 

inliers, are removed from the feature exporting algorithm and, therefore, not processed 

during the reconstruction stage. This is the main reason why SF3M operation speeds 

up notably the matching processing by making use of the valuable information provided 

by the different VisualSFM algorithms.   

 

R9: SF3M uses several freely available third party software like VisualSfM or 

Cloudcompare. The latter one is being published under GNU General Public License. 

In the article, only the description "‘freely available"’ (p. 374, l. 15) has been used. 



Is there any additional comment concerning usage? I did not find any information on 

the download website, or in the software itself. 

 

A9: Currently, at the http://sf3mapp.csic.es/ website the user can find: 

- the Matlab Compiler Runtime 

- The SF3M executable and license 

- SF3M instructions 

- SF3M video tutorials (four videos explaining the complete SF3M workflow). 

We will include a brief reference of the information available at the SF3M website in the 

final version of the manuscript. We have also uploaded the SF3M license to the 

website. In here we specify that “SF3M is free for personal, non-profit, or academic 

use. You may redistribute SF3M as long as you make no modifications. Commercial 

use of this tool is not permited”. 

 

R10: Closely connected to the previous comment: Even slightly deviating workflows will 

demand modifications in the software. Is there a chance to get the MATLAB files to 

adapt the user interface to specific workflows? 

 

A10: For a number of reasons, we have decided not to release the source code at this 

stage. Nevertheless, we actively encourage feedback on the website and will be 

endeavouring to maintain regular updates to accommodate user requests. 

 

R11: A comment from the software engineer’s point of view: I do not understand, why 

sometimes checkboxes are used in the GUI (e. g. in panel 2. Image preprocessing), 

sometimes radio buttons (panel 3., 4. & 5.), although they do not all seem to be 

arranged in button groups for exclusive selection. It is possible to select several buttons 

in panel 3. Why? 

 

A11: Thank you for the comment. The Project Panel buttons are not a group. For clarity 

purposes, they should be modified to check boxes following the reviewer´s suggestion. 

We will modify this in the final version of the interface and the manuscript. 

 

2. LIST OF RELEVANT CHANGES 

- Title: changed to “SF3M software: 3-D photo-reconstruction for non-expert users and 

its application to a gully network” from answer to Reviewer 1 

- Abstract:  

- changed elevation models to ‘surface models’ from answer to Reviewer 1 



- sentence reworded to: ‘However, innovative approaches are required to 

overcome some limitations that this technique may present for field image acquisition in 

challenging scene geometries’ from answer to Reviewer 1 

- Introduction: reorganized from answer to Reviewer 1 

- Methodology: 

2.1. SF3M: a GUI for efficient photo-reconstruction 

- changed ‘Girardeau-Monteaut’ to ‘Girardeau-Montaut’ 

 2.2. Field methodology 

 - changed ‘simultaneous’ to ‘near-simultaneous’ from answer to Reviewer 1 

 - changed ‘in’ to ‘on’ from answer to Reviewer 1 

 - added lenses characteristics ‘In this study, two GoPro Hero3+ cameras 

equipped with non-fisheye lenses, i.e.  4.14 mm focal length, f/3.0 aperture and 5.4 mm 

focal length, f/2.8 aperture, respectively (Peau Productions, CA, USA, 

http://www.peauproductions.com/store/).’ from answer to Reviewer 1. 

 - added further explanation to camera setting: ‘Both cameras were fixed to the 

pole end adjacent to each other and held in a horizontal position with the help of plastic 

wedges and cable ties. One camera looked down in a roughly nadir perspective 

(closest to the pole end for a higher elevation to compensate for the less deep 

perspective) and the other was inclined to around 10º. This camera arrangement was 

intended to: a) obtain a high overlap between images taken with both cameras; 

2) ensure the connectivity of the whole image set obtained from different sides of 

the gully: the two nadir image sets (up- and downwards itineraries) will serve as 

connectors and the two tilted sets will provide image convergence. Both aspects 

would be helpful to obtain one single 3-D model with geometric consistency. The 

typical overlap derived from this camera setting, the walking speed and the time-

lapse interval was around 90% for successive images taken from the same 

camera. As for the overlap between different camera images, the tilted images 

encompassed totally the scene captured by the nadir camera due to its higher 

position and inclined orientation(Fig. 3a and 3b).’ from answer to Reviewer 1. 

- added further explanation to GCPs characteristics: ‘Forty five targets, 

hereafter called ground control points (GCPs), of 20x20 cm dimensions in two colours 

(pink for even numbers and yellow for odd numbers). This colour symbology was 

meant to differentiate georeferencing GCPs (even numbers) and error-checking 

GCPs (odd numbers) to facilitate the operator the deployment of targets in the 

field.’ from answer to Reviewer 1. 

  

2.3. Processing methodology 



 

 - changed numbers to letters: ‘The typical operation for a project reconstruction 

would include five sequential steps: a) pre-processing to prepare the image set 

(automated); b) project definition, to check the image connectivity and the number of 

subprojects to process (semi-automated); c) photo-reconstruction (automated); d) 

georeferencing (semi-automated); e) post-processing (semi-automated).’ from answer 

to Reviewer 1. 

  

 - changed ‘that’ to ‘than’ from answer to Reviewer 1. 

 - added explanation on ‘image measurments’: ‘For each point, the local 

uncertainty is approximated by considering (a) the camera’s focal length, (b) the 

camera-to-point distance in world coordinates, and (c) the maximum image error, 

where image error is defined as the image distance between an identified feature 

position and the projection of the associated 3D point in that image.’ from answer 

to Reviewer 1. 

 

  

3. Results 

3.1. Field method performance 

- sentence reworded to: ‘Image collection and GCP operations (deployment and 

measurement) had similar time requirements, ~90 min each.’ from answer to Reviewer 

1. 

 

3.2. SF3M processing performance 

 

- added further explanation on computer specifications: ‘The gully network was 

processed as three different PR projects (reflecting the number of gully branches) 

which were then merged in a single point cloud. For the computer used in this study 

(intel Core i7 2Ghz with 4 cores, 8GB RAM), a total of 2,960 minutes were necessary 

to process the entire gully network, i.e. ~ 49 hours, of which 17% required operator 

assistance and 83% only computer time. Photo-reconstruction (54.5% of the total time) 

and picture undistortion (15.2 %) were the two most time-consuming stages.’ from 

answer to Reviewer 1. 

 

- sentence reworded: ‘The points filtered as this last type of vegetation amounted to 

4.1% of the total, although its detrimental effects on the model were significant at some 

gully bottom areas (Fig. 6b).’ from answer to Reviewer 1. 



 

3.4. Gully erosion estimate 

- added further information on rainfall characteristics: ‘Most likely, the peak of gully 

erosion took place during the 2009 and 2010, a wet period with annual rainfalls 

exceeding 1000 mm in the area (425 mm in one month during December 2009-

january 2010 and 350 mm during December 2010).’ from answer to Reviewer 1. 

 

4. Conclusions 

- added potential future developments on the tool: ‘Therefore, the survey design and 

processing methodology included in this study is a promising tool for gully erosion 

evaluation in scenarios with demanding budget and time constraints and reduced 

operator expertise. Moreover, SF3M provides a means for easy and fast 3-D photo-

reconstruction in other geomorphological applications beyond gully erosion 

assessment. Future versions of SF3M will try to include new tools including 

improved GCPs detection and post-processing algorithms such as topographic 

analysis of the resulting DEM along with further improvement on the interface 

usability or on other aspects that might be suggested from users´ feedback.’ from 

answer to Reviewer 1. 

 

5. Acknowledgements 

- changed ‘its’ to ‘their’ from answer to Reviewer 1. 

 

6. References 

- changed ‘Girardeau-Monteaut’ to ‘Girardeau-Montaut’ from answer to Reviewer 1. 

- reference added ‘Marziliano, P., Dufaux, F., Winkler, S., Ebrahimi, T.: Perceptual blur 

and ringing metrics: application to JPEG2000. Signal Process.-Image Commun. 19, 

163–172. doi:10.1016/j.image.2003.08.003, 2004.’ from answer to Reviewer 2. 

- changed ‘Bouguet’ to ’Boughet’. 

 

 

7. Tables 

Table 1:  

- added horizontal lines above and below ‘Photo-reconstruction’ from answer to 

Reviewer 1. 

- changed ‘Girardeau-Monteaut’ to ‘Girardeau-Montaut’ from answer to Reviewer 1. 

- changed ‘Bouguet’ to ’Boughet’. 

 



- added reference to Marziliano paper: ‘1 Naccari, 2011. Matlab script for image blur 

metrics based of the blur index developed by Marziliano et al. (2004)’ from answer to 

Reviewer 2. 

 

  Table 2: 

- changed number of undistorted pictures: ‘3095 images undistorted’ from answer to 

Reviewer 2. 

 

8. Figures 

Figure 1: 

- changed GUI interface: 1) Arabic number in panels to roman numbers; 2) changed 

radiobuttons in Project Pannel to check boxes. From answer to Reviewer 2. 

-added reference to SF3M license on the website: ‘SF3M executables, license and 

instructions of SF3M operation  can be found in at the SF3Mapp.csic.es domain.’ from 

answer to Reviewer 2. 

Figure 3: 

- changed GUI interface: 1) Arabic number in panels to roman numbers; 2) changed 

radiobuttons in Project Pannel to check boxes. From answer to Reviewer 2. 

- Points removed from flow chart on the right side from answer to Reviewer 2. 

- changed ‘Identify’ to ‘discard’ in flow chart on the right side from answer to Reviewer 

2. 
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Abstract 10 

3D photo-reconstruction (PR) techniques have been successfully used to produce high 11 

resolution surface models for different applications and over different spatial scales. 12 

However, innovative approaches are required to overcome some limitations that this 13 

technique may present for field image acquisition in challenging scene geometries 14 

However, innovative approaches are required to overcome some limitations that this 15 

technique may present in challenging scenarios. Here, we evaluate SF3M, a new 16 

graphical user interface for implementing a complete PR workflow based on freely 17 

available software (including external calls to VisualSFM and CloudCompare), in 18 

combination with a low-cost survey design for the reconstruction of a several-hundred-19 

meters-long gully network. SF3M provided a semi-automated workflow for 3D 20 

reconstruction requiring ~49 hours (of which only 17% required operator assistance) for 21 

obtaining a final gully network model of >17 million points over a gully plan area of 22 

4,230 m2. We show that a walking itinerary along the gully perimeter using two light-23 

weight automatic cameras (1 second time-lapse mode) and a 6-m-long pole is an 24 

efficient method for 3D monitoring of gullies, at a low cost (~1,000 € budget for the 25 

field equipment) and time requirements (~90 min for image collection). A mean error of 26 

6.9 cm at the ground control points was found, mainly due to model deformations 27 

derived from the linear geometry of the gully and residual errors in camera calibration. 28 

The straightforward image collection and processing approach can be of great benefit 29 

for non-expert users working on gully erosion assessment.  Keywords: Structure-from-30 

motion, gully erosion, photo-reconstruction, accuracy, graphical user interface 31 

  32 

1. Introduction 33 

3D photo-reconstruction (PR) based on structure-from-motion (SfM) algorithms 34 

has been applied to date to a large number of geoscience applications (James and 35 

Robson, 2012; Westoby et al., 2012; Fonstad et al., 2013). Although there has been a 36 

great advance in the last years regarding imagery collection (for instance, derived from 37 
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the development of UAV platforms) and image processing (commercial as well as free 38 

software), the complete photo-reconstruction (PR) and analysis workflow frequently 39 

remains lengthy and not straightforward (Kaiser et al., 2014). If using freely available 40 

software, it requires working on a number of different applications to cover basic image 41 

pre-processing, photo-reconstruction, georeferencing and post-processing operations. 42 

Commercial PR software generally has the ability to perform full PR workflows, but 43 

can lack detailed processing information and can restrict user interaction with 44 

intermediate and final results.  45 

While recent UAV technologies have the capacity of surveying large areas of the 46 

landscape (Mathews and Jensen, 2013; Mancini et al., 2013), not all stakeholders (e.g. 47 

researchers, technicians and land owners) have the technical and financial resources to 48 

use such sophisticated techniques. In addition, government regulations in several 49 

countries are becoming increasingly stringent for UAV operations, which hampers the 50 

widespread application of this tool.  51 

Thus, there is still a need in developed and developing countries to implement 52 

efficient terrestrial PR methodologies (in terms of budget and time requirements) for 53 

scientific and technical users concerned with geomorphological processes, such as gully 54 

erosion. Fonstad et al. (2013) suggested that terrestrial PR techniques could improve 55 

their cost-benefit performance by using multiple operators, poles, video capture or a 56 

combination of terrestrial and aerial images. New technologies (such as light-weight 57 

cameras) and recent computer developments offer new opportunities to improve data 58 

collection and processing. Powerful and freely available software applications have 59 

been developed - e.g. VisualSFM for photo-reconstruction (Wu, 2013) or 60 

CloudCompare for cloud processing (Girardeau-Monteaut, 2015) among others - and 61 

are being constantly improved through the valuable effort of their developers and users’ 62 

feedback. 63 

3D PR has been used for gully erosion assessment at the gully reach or headcut 64 

scale (Castillo et al., 2012a; Kaiser et al., 2014; Gómez Gutiérrez et al., 2014) and 65 

ephemeral gullies (Castillo et al., 2014), usually not more than over a few meters extent. 66 

However, the fully characterization of gully erosion requires the assessment of entire 67 

gully networks to understand their geometry and dynamics and this brings several 68 

challenges for terrestrial PR: 1) morphological complexity: gullies comprise long 69 

networks of varying size along their length; 2) valley location: gullies are deep trenches 70 

that do not facilitate easy all round image collection, hampering multiple convergent 71 

perspectives; 3) linearity: gullies present very high length/width ratios making the 72 

photo-reconstruction models more vulnerable to systematic errors. 73 

As an effort to facilitate the use of freely available PR software for demanding 74 

gully erosion applications, here we develop a combination of a rapid survey method and 75 

SF3M, a workflow software tool for efficient processing of accurate 3D models of gully 76 

networks at a reduced cost. For this purpose, 1) we present SF3M, a new graphical user 77 

interface to guide PR workflow carried out with existing freely available software; 2) 78 



3 

 

we describe a field methodology for the rapid assessment of gully networks; and 3) we 79 

evaluate their performance and the 3D model accuracy with a study case of gully 80 

erosion in the Campiña landscape.    81 

2. Material and Methods 82 

2.1. SF3M: a GUI for efficient photo-reconstruction 83 

 SF3M v1.0 has been devised as a freely available tool for semi-automated 3D 84 

PR to offer a complete workflow from the image set to the 3D model. SF3M v1.0 is 85 

written in Matlab
®

 (Mathworks, Natick, MA, USA) and comprises algorithms 86 

developed by the authors of this manuscript, a number of previous scripts written by 87 

other authors (Table 1) as well as external calls to free software such as VisualSFM 88 

(Wu, 2013; Wu, 2015) and CloudCompare (Girardeau-Montaut, 2015). SF3M takes 89 

advantage of the command line possibilities already present in these external 90 

applications to perform key operations, such as photo-reconstruction (including SIFT 91 

features detection, bundle adjustment, sparse and dense reconstruction inside the 92 

VisualSFM package) and point cloud processing (i.e. point density, filtering and 93 

merging operations in CloudCompare). 94 

The GUI is organized in three windows: main, image and display window (Fig. 95 

1). The main window allows the user to define the operations to be performed. The 96 

image window can be used to visualize a photograph, and to enter and delete ground 97 

control point (GCP) observations. The display window gives information on the stage in 98 

process, time left to finish and main results. 99 

SF3M v1.0 use follows a sequential process including pre-prepocessing, 100 

reconstruction, georeferencing and post-processing stages. All the command options are 101 

displayed in the main window so that the user can enter the processing options in 102 

advance and leave the application running automatically. This design is intended to 103 

keep the GUI operation as simple as possible, facilitating its use for non-trained users.  104 

The main features of the SF3M are outlined in Table 1. For a more detailed 105 

description of SF3M v1.0 functionalities, the SF3M executable and instructions are 106 

available at SF3Mapp.csic.es. 107 

 108 

2.2. Field methodology for rapid gully network assessment 109 

We designed a methodology of field image collection for rapid gully erosion 110 

reconstruction based on four principles:  111 

1- automated image collection from a pole to capture high centre-perspectives of 112 

the gully from its perimeter 113 

2- near-simultaneous capture of two perspectives (two cameras needed oin the 114 

pole), with one vertical and the other inclined, to: 1) maximise the probability of 115 
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successful image matching between photographs taken from different sides of the gully, 116 

in order to achieve a single 3D model; 2) ensure a convergent imaging geometry to help 117 

minimise systematic reconstruction errors and model distortion. 118 

3- image capture from only one walking itinerary along the entire gully 119 

perimeter 120 

4- use of low-cost devices and materials for image collection 121 

 As an application of the SF3M processing method, a gully erosion survey was 122 

conducted in a gully network close to the city of Córdoba (Spain) covered with field 123 

crops on vertic soils with marls as parent material (37°50'27.4"N, 4°47'59.7"W, Fig. 2). 124 

The gully was 510 m long in its main channel and as 11 m wide and 3 m deep in its 125 

larger cross sections. Each of the three gully branches were taken as separate photo-126 

reconstruction units in the field and processing stages. The gully network was selected 127 

for its convenient location near to Córdoba city as well as for having been filled in 128 

during 2008, which provides a baseline to estimate recent gully erosion. 129 

In this study, two GoPro Hero3+ cameras equipped with non-fisheye lenses, i.e.  130 

4.14 mm focal length, f/3.0 aperture and 5.4 mm focal length, f/2.8 aperture, 131 

respectively (Peau Productions, CA, USA, http://www.peauproductions.com/store/). 132 

The cameras were mounted on a 6 m-long pole (made from a 9 m-long carbon-fibre 133 

telescopic fishing rod) to gain height to capture the gully dimensions from a centre 134 

position in time lapse capture mode (1 second interval). To reduce camera vibrations, 135 

the unused three meters of the telescopic 9-m-long fishing rod were secured with plastic 136 

cable ties at the end of the 6 m pole.  137 

Both cameras were fixed to the pole end adjacent to each other and held in a 138 

horizontal position with the help of plastic wedges and cable ties. One camera looked 139 

down in a roughly nadir perspective (closest to the pole end for a higher elevation to 140 

compensate for the less deep perspective) and the other was inclined to around 10º. This 141 

camera arrangement was intended to: a) obtain a high overlap between images taken 142 

with both cameras; 2) ensure the connectivity of the whole image set obtained from 143 

different sides of the gully: the two nadir image sets (up- and downwards itineraries) 144 

will serve as connectors and the two tilted sets will provide image convergence. Both 145 

aspects would be helpful to obtain one single 3-D model with geometric consistency. 146 

The typical overlap derived from this camera setting, the walking speed and the time-147 

lapse interval was around 90% for successive images taken from the same camera. As 148 

for the overlap between different camera images, the tilted images encompassed totally 149 

the scene captured by the nadir camera due to its higher position and inclined 150 

orientationBoth cameras were fixed to the pole end and held in a horizontal position 151 

with the help of plastic wedges and cable ties. One camera looked down in a roughly 152 

nadir perspective and the other was inclined to around 10º. This camera arrangement 153 

was intended to facilitate the image matching between pictures taken from different 154 

sides of the gully along the perimeter itinerary in order to obtain one single 3D model 155 

with geometric consistency (Fig. 3a and 3b).  156 
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An uninterrupted itinerary along the gully perimeter was followed at a slow 157 

walking speed, starting from one point and ending on the opposite side of each gully 158 

branch (Fig. 3c). Forty five targets, hereafter called ground control points (GCPs), of 159 

20x20 cm dimensions in two colours (pink for even numbers and yellow for odd 160 

numbers). This colour symbology was meant to differentiate georeferencing GCPs 161 

(even numbers) and error-checking GCPs (odd numbers) to facilitate the operator the 162 

deployment of targets in the fieldForty five targets, hereafter called ground control 163 

points (GCPs), of 20x20 cm dimensions in two colours (pink for even numbers and 164 

yellow for odd numbers) were deployed next to the gully edges and at the gully bottom 165 

and measured with differential GPS (dGPS, 2 cm accuracy) for georeferencing and error 166 

evaluation purposes. 167 

 168 

2.3. Processing methodology in SF3M 169 

 The key features of the processing workflow followed using SF3M v1.0 are 170 

listed below: 171 

1. Simplicity in the design and operation, with only one GUI window to define the array 172 

of algorithms to run. The typical operation for a project reconstruction would include 173 

five sequential steps: a) pre-processing to prepare the image set (automated); b) project 174 

definition, to check the image connectivity and the number of subprojects to process 175 

(semi-automated); c) photo-reconstruction (automated); d) georeferencing (semi-176 

automated); e) post-processing (semi-automated)1) pre-processing to prepare the image 177 

set (automated); 2) project definition, to check the image connectivity and the number 178 

of subprojects to process (semi-automated); 3) photo-reconstruction (automated); 4) 179 

georeferencing (semi-automated); 5) post-processing (semi-automated). Within each of 180 

these steps for a PR project, several options can be selected for successive processing, 181 

e.g. blurry images detection + image undistortion or green index filter + density filter + 182 

Merge + DEM + SfM accuracy. In addition, if the batch mode is activated, the selected 183 

operations can be performed over different PR projects.  184 

2. Camera calibration: SF3M does not perform camera calibration. However, SF3M 185 

settings include the option to enter camera parameters (focal length and principal point) 186 

for use with undistorted images and the fixed camera calibration mode in VisualSFM. 187 

In this work, we could not take advantage of this option because VisualSFM does not 188 

allow simultaneous use of more than one camera  in this mode. Therefore, the internal 189 

camera parameters were estimated automatically during the bundle adjustment in 190 

VisualSFM.   191 

Furthermore, SF3M allows the user to undistort images if camera calibration data is 192 

available from the Matlab Calibration Toolbox (Bouguet, 2014). For our study, both 193 

cameras were calibrated using this toolbox and all images were then undistorted keeping 194 

the VisualSFM ‘determine radial distortion option’ disabled.   195 



6 

 

3. Pair preselection: a first fast run of VisualSFM is performed to identify the significant 196 

matches between image pairs (pairs with inlier matches) by comparing all the possible 197 

pair combinations, but using only a relatively small number of features from each image 198 

for speed. SF3M sets a limit of 1,200 features to use in the VisualSFM settings (the 199 

default value is 8,192) for the project connectivity analysis. This value has proved to be 200 

sufficiently large to accurately capture the image connection, but at a minimum 201 

processing cost.  202 

As a result of this analysis, a list of connected image pairs is generated, which 203 

will be the input to the final matching stage. This list includes generally much fewer 204 

image pairs thant all the possible combinations among the pictures. The number of the 205 

possible combinations (and consequently, processing time) follows a square power law 206 

with the number of pictures, while normally the image connection is highly linear (only 207 

pictures in the neighbourhood share common features). This results in a significant 208 

reduction on the match processing duration, one of the more time consuming stages.  209 

4. Subproject delineation: In SF3M the project connectivity analysis not only checks for 210 

the production of a single model and generates an optimal pair list but also provides the 211 

approximate locations of cameras with GCPs (provided that GCP observations have 212 

been entered by the user in the image window and the search GCPs algorithm 213 

performed). This option allows the delineation of subprojects, which are reconstructed 214 

separately, by selecting the cameras to be included in the analysis with a polygon 215 

drawing tool. Overlapping areas between subprojects are recommended to reduce the 216 

errors in the merging process. This tool is advantageous for field surveys where images 217 

of the same areas are taken at different times (e.g. in a gully, the upstream and 218 

downstream walks on different sides of the same gully region) and to minimise the 219 

effects of systematic errors in large image sets. 220 

5. Photo-reconstruction: in SF3M v1.0 the photo-reconstruction stage is carried out 221 

through a system call to VisualSFM using command line syntax to drive automated 222 

processing. The main VisualSFM commands used in our utility are: extracting SIFT 223 

features, image matching, exporting match matrix, bundle adjustment and dense 224 

reconstruction (multi-view stereo PMVS2 software, Furukawa and Ponce, 2010).  225 

6. Georeferencing: We followed a similar approach to that developed in SfM_georef 226 

(James and Robson, 2012). The GCP observations are entered manually in the image 227 

window. The GCP table in the main window provides information on the number of 228 

observations per GCP, the image errors (in pixels) and the absolute errors (m). The tool 229 

gives the option of selecting which GCP are to be used for georeferencing (georef 230 

GCPs) and which other are used to evaluate errors (control GCPs).  231 

7. Dense cloud filtering: SF3M includes two optional filters to be applied to the dense 232 

point clouds. The green index filter removes those points with a green index above the 233 

threshold selected by the user, for instance, green parts of vegetation standing at the 234 

banks or gully bottom. The green index is calculated using GI = 2g-b-r, where r,b an g 235 

stands for the pixel value of each of the colour bands in the RGB image (Meyer and 236 
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Neto, 2008). The density filter is intended to remove those points with a low point 237 

density in their neighbourhood, typically related to lower accuracies. It is also helpful to 238 

remove inaccurate points in overlapping areas shared by two dense point clouds which 239 

may reduce the accuracy of pre-existent more accurate points. The density filter is 240 

performed automatically through command line calls to two CloudCompare algorithms: 241 

density calculation and filter by point value.  242 

8. Merging dense point clouds: SF3M automatically merges all the dense point clouds 243 

belonging to a subproject using CloudCompare in command line. If subproject 244 

definition is not carried out, the resulting merged file is the final dense point cloud. For 245 

multiple subprojects, to obtain the final point cloud, the intermediate subproject clouds 246 

need to be merged manually by the user (step 9).  247 

9. Point cloud editing: two manual operations were performed fully inside 248 

CloudCompare: subproject and project merging, and non-green vegetation filtering.  249 

The merging procedure involves the following algorithms: a) distance cloud-to-cloud of 250 

adjacent clouds to determine the specific area inside the overlapping region with 251 

minimal errors; b) cropping both point clouds along this area of minimal error to 252 

remove the overlapping ; c) merging the point clouds.  253 

To filter non-green vegetation (long-standing greyish prickly weeds, in our case) the 254 

point classification algorithm CANUPO (Brodu and Lague, 2012) was used, through its 255 

inclusion as a ready-to-use script in CloudCompare. CANUPO performs a point 256 

classification into two groups (in this example, weeds and soil) after a training stage 257 

carried out by the user. 258 

10. Results: SF3M provides the DEM (average of the z values of points included in a 259 

cell of a size defined by the user), a point density map (points/m2) and an ‘SfM 260 

precision’ map. A decimation factor can be included to speed up the processing, i.e. a 261 

factor of ten would include only a tenth of the points in a cell for the computations, for 262 

processing large or particularly dense point clouds. We use the term ‘SfM precision’ to 263 

describe local uncertainties in the sparse point cloud. For each point, the local 264 

uncertainty is approximated by considering (a) the camera’s focal length, (b) the 265 

camera-to-point distance in world coordinates, and (c) the maximum image error, where 266 

image error is defined as the image distance between an identified feature position and 267 

the projection of the associated 3D point in that imageFor each point, the local 268 

uncertainty is approximated by considering a) the maximum image error, calculated as 269 

the distance between the image measurement and the point projection for the image 270 

with the largest error; b) image focal length c) the camera-to-point distance in world 271 

coordinates. This SfM error is estimated with the following expression:   272 

SfM precision (mm)=
image_error�pixels�

focal_length(pixels)
·distance_point2camera(mm) 

[1] 273 
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Typically, the local precision is higher than the final accuracy measured by 274 

ground control reference, since it does not include any wider geometric distortion that 275 

may exist across a model. Nevertheless, it provides a useful quantification of photo-276 

reconstruction error on a local basis.   277 

 Finally, SF3M v1.0 saves relevant outputs in the main folder for further edition 278 

by the user in csv, txt or ascii formats such as matching features, transformation 279 

matrices, DEM or point density map, among others. Figure 4 shows the SF3M 280 

workflow with indication of the command options to be selected in the main window.    281 

    282 

 3. Results 283 

3.1. Field method performance 284 

Table 2 shows the field and processing time requirements for this study. A total 285 

of 6650 images were taken in the field for the entire gully network at a rate of one 286 

picture per second and camera. Approximately 90 min of effective labour (travel to 287 

study area, pole preparation and GPS base stationing not considered) were necessary for 288 

the field survey. Image collection and GCP operations (deployment and measurement) 289 

had similar time requirements, ~90 min eachImage collection, and GCP deployment and 290 

measurement both had similar time requirements, ~90 minutes each. Two operators 291 

participated in the survey, one for the image capture and the other for GCP 292 

measurement, working simultaneously for efficiency purposes.  293 

If no georeferencing had been necessary (for instance, if there is no need of 294 

several time series comparison) a much faster approach for scaling and orientation 295 

might be followed, using levelled objects of known size, as in previous works (Castillo 296 

et al., 2014; Kaiser et al., 2014). In highly linear models such as the gully network, 297 

simple procedures (e.g. a carefully levelled several-meters-long thin rope commonly 298 

used in construction works) are applicable for later scaling and orientation using a point 299 

cloud editing software. 300 

Over recently ploughed gully margins, a walking speed of ~1.5 km/h 301 

(approximately a third of normal speed) was necessary to avoid undesired movement in 302 

the camera and blurred images. Despite the lightness of the selected materials (pole and 303 

cameras) a short break in the image collection was made after completing each of the 304 

gully branches to avoid operator fatigue. The camera height (~5 m for the inclined 6 m-305 

long pole) was enough to capture the gully dimensions in its larger cross section (11 m). 306 

This gully width seems the maximum achievable for the present image collection 307 

design.  308 

 309 

3.2. SF3M processing performance 310 
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With images taken at 1 second intervals, the image set could be reduced by a 311 

factor of two due to repetition within the pictures. The remaining 3,275 images were 312 

automatically analysed for blur and 180 images with a blur index greater than two 313 

standard deviations above the mean value, were discarded (Fig. 5a).  314 

As expected, the project connectivity showed a multiple-matching pattern 315 

reflecting the nadir and tilted camera angles and downstream and upstream walking 316 

directions (Fig. 5b). The match matrix diagonal corresponds to the connection between 317 

consecutive images; additional lines parallel or perpendicular to the diagonal reflect 318 

connectivity between upstream and downstream image groups from the same or 319 

different cameras. 320 

 The gully network was processed as three different PR projects (reflecting the 321 

number of gully branches) which were then merged in a single point cloud. For the 322 

computer used in this study (intel Core i7 2Ghz with 4 cores, 8GB RAM), a total of 323 

2,960 minutes were necessary to process the entire gully network, i.e. ~ 49 hours, of 324 

which 17% required operator assistance and 83% only computer time. Photo-325 

reconstruction (54.5% of the total time) and picture undistortion (15.2 %) were the two 326 

most time-consuming stagesThe gully network was processed as three different PR 327 

projects (reflecting the number of gully branches) which were then merged in a single 328 

point cloud. A total of 2,960 minutes were necessary to process the entire gully 329 

network, i.e. ~ 49 hours, of which 17% required operator assistance and 83% only 330 

computer time. Photo-reconstruction (54.5% of the total time) and picture undistortion 331 

(15.2 %) were the more time-consuming stages. 332 

 All the processing steps were performed using SF3M v1.0 except for those 333 

specified in the methods section which required point cloud editing in CloudCompare: 334 

1) subproject merging for the chunks reconstructed separately inside a gully branch to 335 

reduce model deformation; 2) project merging for the three gully branches; 3) non-green 336 

vegetation filter using CANUPO. Regarding the vegetation filtering, firstly the 337 

automated green index filter was applied inside SF3M resulting in a 3.5 % of the total 338 

points in the model removed corresponding to small green weeds (Fig. 6a). The second 339 

main type of vegetation in the gully was a tall-standing greyish weed, which was 340 

filtered using CANUPO. The points filtered as this last type of vegetation amounted to 341 

4.1% of the total, although its detrimental effects on the model were significant at some 342 

gully bottom areas (Fig. 6b)The points classified and removed as this type of vegetation 343 

amounted to 4.1 % of the total, although its detrimental effects on the model were 344 

significant at some gully bottoms areas (Fig 6b).  345 

 The final gully model had >17 million points over a plan area of 4,230 m
2
, 346 

making a point density average of 4,020 points/m
2
 (Fig. 6c), or approximately 1 point 347 

every 2 cm2, which was sufficient for the 3D modelling purposes at this scale. A higher 348 

point density (roughly twice the number of points) could have been achieved by 349 

selecting the maximum density level in the pmvs2 algorithm at the cost of longer 350 

processing time in the dense reconstruction stage (approximately by a factor of 5). In 351 
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many applications, higher densities might be impractical and not required for DEM 352 

construction. The final photo-reconstruction percentage (the cells with elevation values 353 

to total cells ratio) for the 0.25 m DEM was 74.25 %, due to the abundant vegetation 354 

occlusion at the gully bottom in certain areas. 355 

 356 

3.3.  3D Model accuracy 357 

 For the present application, an average GCP error of 6.9 cm was found (Fig. 7a). 358 

The GCP error is defined as the distance in world coordinates between each GCP centre 359 

location in the final georeferenced point cloud and the GCP centre coordinates 360 

measured by dGPS in the field. When compared with the average local SfM precision 361 

value (Eq. 1), the average GCP error was significantly larger, i.e. 6.9 cm against 2.5 cm 362 

(Fig. 7b).  363 

There are a variety of sources of error as a consequence of the inexpensive and 364 

rapid survey methodology selected in this study such as low-quality camera lenses, 365 

uncertainty in the internal camera parameters of the GoPro camera models, reduced 366 

number of perspectives from images with only two main angles and the low number of 367 

pictures per spatial unit. All these factors may contribute to error in the 3D model both 368 

on the local scale (i.e. in the form of uncertainties in the point position) and the model 369 

scale (geometrical deformations due to systematic errors accumulating over the model 370 

extent).   371 

The discrepancy between the GCP error and the estimated SfM precision can be 372 

explained mainly as the result of the model deformation at the several-tens-of-meter 373 

scale, and is likely to reflect residual error in the camera calibrations (James & Robson, 374 

2014). This deformation is visualized as an apparent dome effect at both extremes of 375 

each dense point cloud, with increasing error for larger distances from the point cloud 376 

centroid. Although the image collection was designed to minimise this effect by 377 

specifically including inclined images, doming effects remain noticeable. 378 

In this study, the most successful strategy to mitigate the model deformation was 379 

to divide the photo-reconstruction project in different subprojects for separate 380 

reconstruction using the subproject tool in SF3M. The length of each subproject was 381 

defined by the condition of including at least 4 GCPs. Since a total of 45 GCPs were 382 

deployed in the field, an average length of ~50 m per subproject was obtained. This 383 

approach was advantageous in terms of overall accuracy but implied an additional 384 

processing time for manually stitching and merging the 17 subprojects in 385 

CloudCompare by determining the area of minimal error between adjacent point clouds.  386 

If the subproject definition strategy would not be applied, for instance by 387 

reconstructing a several-hundred-meters gully reach in one project, the deformation 388 

errors would have been in the order of several tens of centimeters. Similarly, James and 389 

Robson (2014) found doming deformations of ~0.2 m over horizontal distances of ~100 390 
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m for simulations representative of UAV flights. Their recommendations on using fixed 391 

calibration to avoid doming errors could not be followed because VisualSFM does not 392 

include a fixed calibration option for multiple cameras.   393 

 When compared with previous studies on gully erosion assessment through SfM 394 

photo-reconstruction (Castillo et al., 2012a; Gómez-Gutiérrez et al., 2014; Kaiser et al., 395 

2014; Castillo et al., 2014) in terms of unitary efficiency (field effort per meter of 396 

gully), this work showed larger errors (roughly 2 times the average errors in those 397 

studies) but at a lower survey intensity (images per meter of gully) and at one order of 398 

magnitude lower time requirements (Table 3).  399 

 400 

3.4. Gully erosion estimate 401 

 The resulting DEM was used to estimate the gully volume and a gully erosion 402 

estimate, taking the 2008 filled situation as a reference. The volume was determined 403 

using the Cut and Fill algorithms in ArcGis
TM

 9.3 (ESRI Inc., Redlands, CA, USA). The 404 

gully limits were delineated manually by interpreting the DEM and slope maps since, in 405 

some areas, the gully rims were not well represented in the dense point cloud and 406 

automated methods were not fully applicable.  407 

A total gully volume of 3,484 m
3
 was obtained for a drainage area of 10.9 has at 408 

the gully network outlet. We assumed that the gully was filled in the summer of 2008 409 

(common period for this operation in the Campiña landscape) since the 410 

orthophotography (april 2009) shows the gully already filled (Fig. 8). Also, due to the 411 

similarity in the gully network of 2011 and 2014 (present study), there is no evidence of 412 

further major filling operations between these dates.   413 

Considering a bulk soil density of 1.5 Mg/ m3, typical of vertic soils in our 414 

conditions and a time span of six years, an average gully erosion estimate of 79.5 415 

Mg/ha·year was calculated. Most likely, the peak of gully erosion took place during the 416 

2009 and 2010, a wet period with annual rainfalls exceeding 1000 mm in the area (425 417 

mm in one month during December 2009-january 2010 and 350 mm during December 418 

2010). These wet years were preceded and followed by seasons closer to the average 419 

(650 mm per year)Most likely, the peak of gully erosion took place during the 2009 and 420 

2010, a wet period with annual rainfalls exceeding 1,000 mm in the area preceded and 421 

followed by seasons closer to the average (650 mm per year). This high value of mean 422 

gully erosion is in agreement with previous assessments for similar conditions over the 423 

same period (Castillo et al., 2012b).    424 

 425 

4. Conclusions 426 

 3D photo-reconstruction techniques based on SfM algorithms have already 427 

demonstrated their capability for producing accurate 3D models in a range of 428 
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geoscience applications. Nevertheless, research is still needed to improve efficiency in a 429 

number of challenging situations and their ease of use for workers not necessarily 430 

skilled in photogrammetric applications. SF3M v1.0 proved to be an efficient and 431 

flexible tool for 3D photo-reconstruction in these regards, considering its simplicity and 432 

complete workflow. 433 

To the author´s knowledge, this is the first time an entire several-hundred-434 

meters-long gully network has been surveyed by terrestrial photo-reconstruction. This 435 

was carried out using inexpensive means (around 1,000 € budget for the field 436 

equipment), little manpower (a minimum of one operator is required), in a short time 437 

span and has achieved moderate accuracies. Therefore, the survey design and 438 

processing methodology included in this study is a promising tool for gully erosion 439 

evaluation in scenarios with demanding budget and time constraints and reduced 440 

operator expertise. Moreover, SF3M provides a means for easy and fast 3-D photo-441 

reconstruction in other geomorphological applications beyond gully erosion assessment. 442 

Future versions of SF3M will try to include new tools including improved GCPs 443 

detection and post-processing algorithms such as topographic analysis of the resulting 444 

DEM along with further improvement on the interface usability or on other aspects that 445 

might be suggested from users´ feedbackTherefore, the survey design and processing 446 

methodology included in this study is a promising tool for gully erosion evaluation in 447 

scenarios with demanding budget and time constraints and reduced operator expertise.  448 

 449 
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 566 

 567 

Table 1. SF3M v1.0 features showing the aim of each stage, and software used. 568 

External software 

SF3M FEATURES Purpose Tool Type 

Preprocessing       

Reducing the number of pictures Decrease the total number of images ---- ---- 

Detecting blurry images Discard blurry images. Blur_metric1 Matlab script 

Renaming pictures 
Change the initial character string of the image 

name 
---- ---- 

Picture undistortion Undistortion of pictures Undistort2 Matlab script 

Project  
   

Project connectivity Check if the image set produces a single model VisualSFM3 
3D Photo-

reconstruction 

Search GCPs in pictures 
Identify GCP candidate by colour in images to 

facilitate GCP observations input 
---- ---- 

Preliminary camera location with 

GCPs 

Approximated location of cameras to facilitate 

subproject definition 
---- ---- 

Subproject definition Generate different separate subsets for PR  ---- ---- 

Photo-reconstruction 
   

Sparse and dense reconstruction 3D model in relative SfM coordinates VisualSFM3 
3D Photo-

reconstruction 

Georeferencing 
   

GCP observations input and 

deletion  

Managament of GCP observations by visual 

identification on image window 
---- ---- 

Highlight of images with detected 

GCPs 

Facilitates GCP observations input on image 

window 
---- ---- 

Highlight of images with 

observation and GCP number 
Facilitates GCP observations input and removal ---- ---- 

Georef GPC and control GCP Setting GCP reference and control errors ---- ---- 

Calculation of image errors  
Errors in image measurements (collinearity 

equations) 
---- ---- 

Con formato: Inglés (Reino Unido)

Con formato: Inglés (Reino Unido)

Con formato: Inglés (Reino Unido)

Con formato: Inglés (Reino Unido)
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Transformation matrix, georef and 

control errors 
Absolute error determination ---- ---- 

Application of transformation 

matrix for each option file 

Transforming the dense point clouds from 

camera to world coordinates 
---- ---- 

Post-processing 
   

Green index filter 
Removing points canditates to vegetation in 

dense clouds 
---- ---- 

Density filter 
Removing points with low point density in its 

neighborhood 
CloudCompare4 Point cloud editing 

Merge dense Merge dense point clouds for subprojects CloudCompare4 Point cloud editing 

Results 
   

DEM (m) 
DEM in asc format as an elevation average in a 

cell 
arcgridwrite5 Matlab script 

Point density (points/m2) Point density map  ---- ---- 

SfM precision (mm) SfM error in sparse point cloud (Eq. 1) ---- ---- 
1
 Naccari, 2011. Matlab script for image blur metrics based of the blur index developed by 

Marziliano et al. (2004); 
2
Boughuet, 2014; 

3
Wu, 2013; 

4
Girardeau-Monteaut, 2015; 

5
Stevens, 

2007 

 

 

 

 

 

Table 2. Field and processing time requirements for the entire gully network. Main 569 

results and type of operation are included. 570 

SF3M operation Operation Result Time (min) 

Field survey     170 

Image collection Manual 6550 images 80 

GCP deployment and GCP measurement Manual 45 GCPs measured 90 

Preprocessing     487 

Reducing the number of pictures Automated 3275 images discarded 5 

Detecting blurry images (blur index 

threshold = 2) Automated 180 images discarded 32 

Picture undistortion Automated 3275 3095 images undistorted 450 

Project analysis     263 

Project connectivity Automated Matrix of matches 55 

Search GCPs in pictures Automated GCP identified in image window 48 

Manual input GCP observations Manual 300 observations from 45 GCP 120 

Manual subproject delineation Manual 17 subprojects 40 

Photo-reconstruction     1,615 

Sparse reconstruction Automated 17 sparse clouds 765 

Dense reconstruction (medium level) Automated 119 dense files 850 

Georeferencing     60 

Calculation of image errors  Automated Image errors -- 

Calculation of transformation matrix, 

georef and control errors Automated Georef errors -- 

Application of transformation matrix for 

each option file Automated 119 georeferred dense clouds 60 

Post-processing     318 

Con formato: Justificado
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Green index filter (green index threshold = 

30) Automated Average of 3.5 % points removed 68 

Density filter Automated Average of 1.2 % points removed 55 

Merge dense clouds Automated 17 merged clouds 25 

Merge subprojects and projects Manual 1 final point cloud 110 

Remove non-green vegetation (Canupo) Manual Average of 4.1 % points removed 60 

Results     47 

DEM (m) and Point density (points/m2) Automated DEM and point density ascii file 25 

SfM precision (mm) Automated SfM accuracy map for a project 22 

2,960 

  571 

  572 

  573 



18 

 

Table 3. Comparison between the survey intensity (number of pictures per meter of 574 

gully) and time requirements (image collection time per meter of gully) for different 575 

gully erosion studies using SfM photo-reconstruction including the present study. 576 

 577 

Author Year 
Gully 

feature 

Length 

(m) 

Average 

Errors 

(m) 

Number 

of 

pictures 

Time for 

image 

collection 

(min) 

Survey 

intensity 

(pictures/m) 

Time 

requirements 

(min/m) 

Castillo et al. 2012a Reach 7.1 0.025 191 10 26.9 1.4 

Gómez-Gutiérrez et al. 2014 Headcut 6 0.048 64 NA 10.7 NA 

Kaiser et al. 2014 Headcut 4 -- 257 30 64.3 7.5 

Castillo et al. 2014 Ephemeral 30 0.036 515 90 17.2 3.0 

Present study 2015 Network 750 0.069 3,275 80 4.4 0.1 

 578 

 579 

 580 

 581 

 582 

 583 

 584 

 585 
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 587 

Figure 1. SF3M v1.0 with the main window on the right, image window on the upper-left and display window on the bottom-left. Among other 588 

SF3M features, the figure shows: 1) highlighting of image listbox with detected ground control points GCPs (yellow) and with observations 589 

(blue) in the observations window; 2) text in green colour for performed operations; 3) subproject listbox for subproject management; 4) GCPs 590 
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table with mean georef and control errors. SF3M executables, license and A complete manualinstructions of SF3M operation  can be found in at 591 

the SF3Mapp.csic.es domain. 592 

 593 
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Figure 2. a) and b) Location of the study site (source: https://www.google.es/maps); c) Plan view of the gully network with indication of the 594 

branch number for photo-reconstruction purposes from the 2011 orthophotography (Junta de Andalucía, 2015). In white dots, the location of the 595 

ground control points GCPs deployed in the gully.   596 
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 597 

 598 

Figure 3. Camera operation in the gully erosion study: a) View of the operator during 599 

the field survey; b) Closer view of the two GoPro Hero3+ cameras on the 6 m pole with 600 

differential angle between cameras. c) Sketch of the image collection methodology as a 601 

walking itinerary along the gully perimeter. The rough nadir perspective (N) 602 

corresponds to the camera close to the pole tip and the tilted perspective (T) to the 603 

camera slightly below.  604 

 605 

 606 
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 608 

Figure 4. SF3M v1.0 workflow stages and their correspondence with command options on the SF3M main window. The dotted lines in the 609 

diagram indicate optional stages in a reconstruction project. 610 
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 611 

 Figure 5. SF3M results of the pre-processing and project analysis stages for the gully 612 

branch 2: a) Blur index for the ~1800 image set with image number label. Those images 613 

outside the upper 2 standard deviations interval (red line) were discarded; b) matrix of 614 

matches with indication of the camera and direction in the image collection (in grey). 615 

The matrix of matches is symmetrical. Matches in the diagonal correspond to image sets 616 

only connected in the linear direction. 617 
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 618 

Figure 6. a) View of gully branch 2 from the inclined camera showing two ground 619 

control points GCPs; b) Digital elevation model (m) and c) point density map 620 

(points/m
2
) for the entire gully network from SF3M results. Several gaps in the 3D 621 

model can be noticed as a result of vegetation occlusion, mainly small green weeds 622 

(removed by the green index filter) and tall grey weeds (filtered by applying the point 623 

classification by CANUPO). 624 
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 625 

Figure 7. a) Error magnitudes on the 3D model (m) with dGPS ground control point measurements as the reference (the 0.069 m average in red 626 

line); b) Estimated SfM local precision in mm (Eq. 1) taking into account the residuals in the image measurements and the camera-point distance 627 

for gully branch 1. The dominant dark blue colours show that average precision is around 1-2 cm.  628 

 629 

 630 

 631 
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 632 

Figure 8. Views of the gully network in the 2007, 2009 and 2011 orthophotographies (Junta de Andalucía, 2015). Most probably, the gully was 633 

landfilled in the summer of 2008 and, since then, there is no evidence of having been filled again. 634 




