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Figure S1. Example of a reference sample used during the interlaboratory comparison.

1 The reference sample

A reference sample fulfilling specific requirements was needed for this research. The water release of this reference sample
needs to be clearly measurable in the range of water potential studied. Preferably, the water content should be linearly propor-
tional to pF. Ideally, the amount of water release between each 1 pF increase should be equal to or greater than 0.1 (cm3.cm−3).
The release of water over time should be comparable to that of a real sample. The sample must be reproducible. The reference5
sample should also be robust enough to remain stable during the time of the study.

2 Pre-processing of data

The gravimetric water content (wc) in g.g−1 associated with each of the retention points is calculated from mass measurements
using the equation S1.

wc=
m−mdried − (mentrapped.hpa ∗mcloth )

mdried −mring −mcloth −mrubber
(S1)10

m is the mass (g) of the entire sample (with the ring, the cloth and the rubber) at a given suction. mdried is the dry mass (g)
of the entire sample (with the ring, the cloth and the rubber). mring , mcloth and mrubber are respectively the masses (g) of the
steel ring, the dry cloth and the rubber. A correction to account for the water entrapped in cloth depending on the suction is
also made. The mass of water entrapped (mentrapped.hpa) in the cloth is (in g of water per g of cloth) 0.285 at 10 hPa, 0.172 at
50 hPa, 0.133 at 100 hPa and 0 at 300 hpa.15

3 Parameters estimation

Each parameter from the models (described in the main paper), both on the intercept and on the slope, is estimated using
Bayesian statistics. In the Bayes theorem, the posterior probability distribution which is calculated by the product of the
likelihood with the prior normalized by the probability of the data (eq. S2).

Posterior︷ ︸︸ ︷
P (parameter | data) =

Likelihood︷ ︸︸ ︷
P (data | parameter)∗

Prior︷ ︸︸ ︷
P (parameter)

P (data)︸ ︷︷ ︸
probability of the data

(S2)20
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The likelihood, P(data | parameter), is a function calculated from the data and proportional to the probability that the observed
data would be produced by a given parameter value. It is conceptually the same function as in the frequentist approach from
which the maximum is used to estimate the "most probable" parameter value.
The prior distribution allows the researcher to state an appriori belief about the value of the parameter based on its expertise or
on previous similar studies. In our case, such study is conduced for the first time and our prior will be mainly non-informative.25
However, it is possible to restrict parameter values based on the fact that the SWRC is physically bounded to avoid values that
are considered impossible or out of range. In our case the priors specification is :

– (β0, β1) ∼ uniform[-0.2, 1]

– (u0j , u1j) ∼ normal(0, σu)

– (v0k, v1k) ∼ normal(0, σv)30

– (w0, w1) ∼ uniform[-0.5, 0.5]

– σu ∼ uniform[0, 0.5]

– σv ∼ uniform[0, 0.5]

– σϵ ∼ uniform[0, 0.5]

The last term in the equation from Bayes is the denominator, P(data) or the probability of the data. The calculation of this term35
involves the integration of the numerator (likelihood * prior) over each model parameter dimension (i.e. β0,β1,u0j ,u1j ,v0k,v1k
and σϵ). This implies a multiple integral that cannot be solved by traditional numerical methods. An alternative approach to
avoid calculation of integrals in Bayes equation is to use stochastic simulation to draw samples directly from the posterior
distribution thanks to a Markov chain Monte Carlo (MCMC) algorithm. The later algorithm is implemented in C++ through a
package called "RStan" (Carpenter et al., 2017).40

4 Model sensitivity : Understanding the influence of the Priors

The use of uniform priors tends to lead to high estimates of variance components, especially when the number of groups is
low (Gelman, 2006). Hence, a sensitivity analysis of the priors implemented in the model (Eq. 3 in the main paper) is also
carried out by rerunning the analysis with different forms of non-informative priors. The sensitivity analysis is limited to the
variance components (σu, σv & σϵ) which are the parameters most influenced by their prior distribution (van Erp et al., 2018).45
An inverse-gamma(ϵ, ϵ) distribution with ϵ set to 0.1, 0.01 and 0.001 and a half-Cauchy(0, σ) distribution with σ set to 1, 0.1
and 0.01 are used as noninformative or weakly informative priors for this sensitivity analysis (Gelman, 2006). The sensitivity
analysis shows that the results are fairly robust to the uninformative priors, except for the inverse-gamma(0.1,0.1) priors (Fig.
S2). In this case, the parameter estimates are less certain, with wider posterior distributions. The parameter values of the latent
variances parameters (σu0, σu1, σv0 and σv1) are also higher whereas it is robust for the residual variance (σϵ). In this context,50
the inverse gamma prior is actually informative because the values of σu0, σu1, σv0 and σv1 are low (Gelman, 2006). Indeed,
the mode of an inverse gamma(0.1, 0.1) distribution is 0.0909 (and 0.0091 for an inverse gamma(0.01, 0.01)). The prior adds
weight towards high values and this has the effect of shifting the posterior distribution of σu0, σu1, σv0 and σv1 to the right.
Nothing of the sort is observed with half Cauchy priors as the mode is centred in 0.

5 Model validation : How well does the model predict data?55

Graphical "prior predictive checks" and "posterior predictive checks" are used to qualitatively assess priors plausibility and
model fit, respectively (Gabry et al., 2019). In both cases, modeled data set (yrep) are generated from the posterior predictive
distribution and compared to observed data set (y). The distinction between the prior and posterior predictive checks is that the
posterior predictive distribution is obtained in the absence of input data for the prior predictive check. In other words, the model
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Figure S2. Densities of the posterior probability distributions of parameter estimates of the model (Eq. 3 of the main paper) for the original
and alternative priors.

is fitted with priors as the only knowledge input for "prior predictive checks" while knowledge from the data is included in60
"posterior predictive checks". The prior predictive checks ensure that the prior specification encompasses the range of observed
data. The posterior predictive checks ensure that the features of the modelled data reflect the observed data. Prior predictive
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Figure S3. Kernel density estimates for 50 modeled data sets yrep (blue curves) compared to Kernel density estimate of the observed data
set y (dark curve) for each of the 14 participating laboratories.

check showed that the prior specification well encompasses the range of observed data (results not shown). Posterior predictive
check (Fig. S3) shows how the model (Eq. 3 of the main paper) captures the observed data. Globally, the model represents
the observed data correctly. One may recognize that the model fails to represent the bimodal features of the observed data65
densities. This is particularly true for laboratory number 2. These systematic fitting errors are explained by the non-linearity of
some observed SWRCs that are modelled by a linear model.

6 Inference

The presence (or the absence) of an effect is determined by the Bayes factor. The Bayes factor provides a quantification of the
predictive performance of a hypothesis (H1) compared to a null hypothesis (H0). Bayes factors range from 0 to ∞. The closer70
the Bayes factor is to 1, the more equally the two hypotheses predict the data. The Bayes factor is the ratio of the marginal
likelihoods of both models (Eq. S3), the marginal likelihood being the probability of the observed data (D) given the hypothesis
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model (H) (van Doorn et al., 2021). This marginal likelihood is estimated from samples of the posterior distribution via Bridge
Sampling (see Gronau et al. (2017) for details).

p(H1 | data)
p(H0 | data)︸ ︷︷ ︸

Posterior odds

=
p(data |H1)

p(data |H0)︸ ︷︷ ︸
Bayes factor 10

× p(H1)

p(H0)︸ ︷︷ ︸
Prior odds

(S3)75

When an effect is assumed to be present, the magnitude of the effect is assessed by estimating the value of the Bayesian
parameter from the posterior distribution with the 95% credible interval. The 95% Bayesian credible interval means that there
is a 95% probability that the true value of the parameter lies within the interval given evidences supported by the prior and the
data.
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